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Voice over IP (VoIP) is a key enabling technology for migration of circuit-switched PSTN (Public
Switched Telephone Network) architectures to packet-based networks. One problem of the present
VoIP networks is filtering spam calls referred to as SPIT (Spam over Internet Telephony). Unlike
spam in e-mail systems, VoIP spam calls have to be identified in real time. Many of the techniques
devised for e-mail spam detection rely upon content analysis, and in the case of VoIP, it is too
late to analyze the content (voice) as the user would have already attended the call. Therefore,
the real challenge is to block a spam call before the telephone rings. In addition, we believe it is
imperative that spam filters integrate human behavioral aspects to gauge the legitimacy of voice
calls. We know that, when it comes to receiving or rejecting a voice call, people use the social
meaning of trust, reputation, friendship of the calling party and their own mood. In this article,
we describe a multi-stage, adaptive spam filter based on presence (location, mood, time), trust, and
reputation to detect spam in voice calls. In particular, we describe a closed-loop feedback control
between different stages to decide whether an incoming call is spam. We further propose formalism
for voice-specific trust and reputation analysis. We base this formal model on a human intuitive
behavior for detecting spam based on the called party’s direct and indirect relationships with
the calling party. No VoIP corpus is available for testing the detection mechanism. Therefore, for
verifying the detection accuracy, we used a laboratory setup of several soft-phones, real IP phones
and a commercial-grade proxy server that receives and processes incoming calls. We experimentally
validated the proposed filtering mechanisms by simulating spam calls and measured the filter’s
accuracy by applying the trust and reputation formalism. We observed that, while the filter blocks
a second spam call from a spammer calling from the same end IP host and domain, the filter needs
only a maximum of three calls—even in the case when spammer moves to a new host and domain.
Finally, we present a detailed sensitivity analysis for examining the influence of parameters such
as spam volume and network size on the filter’s accuracy.

This work was supported by the National Science Foundation under grants CNS-0627754 (Detect-
ing Spam in IP Multimedia Communication Services), CNS-0516807 (Preventing Voice Spamming),
CNS-0619871(Development of a Flexible Platform for Experimental Research in Secure IP Multi-
media Communication Services), and CNS-0551694 (A Testbed for Research and Development of
Secure IP Multimedia Communication Services).
Any opinions, findings, conclusions or recommendations expressed in this material are those of the
author(s) and do not necessarily reflect the views of the National Science Foundation.
Authors’ address: Department of Computer Science, University of North Texas, Denton, TX 76201;
email: prk0002@cs.unt.edu; rdantu@unt.edu.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is
granted without fee provided that copies are not made or distributed for profit or direct commercial
advantage and that copies show this notice on the first page or initial screen of a display along
with the full citation. Copyrights for components of this work owned by others than ACM must be
honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers,
to redistribute to lists, or to use any component of this work in other works requires prior specific
permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn
Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org.
C© 2007 ACM 1556-4665/2007/03-ART2 $5.00 DOI 10.1145/1216895.1216897 http://doi.acm.org/
10.1145/1216895.1216897

ACM Transactions on Autonomous and Adaptive Systems, Vol. 2, No. 1, Article 2, Publication date: March 2007.



2 • P. Kolan and R. Dantu

Categories and Subject Descriptors: C.2.2 [Computer-Communication Networks]: Network
Protocols—Applications; H.4 [Information System Applications]: Communications Applica-
tions; K.4.1 [Computers and Society]: Public Policy Issues—Abuse and crime involving com-
puters

General Terms: Human Factors, Security

Additional Key Words and Phrases: Trust, reputation, SPIT (Spam over IP Telephony), behavior,
tolerance, SIP (Session Initiation Protocol)

ACM Reference Format:
Kolan, P. and Dantu, R. 2007. Socio-technical defense against voice spamming. ACM Trans. Au-
tonom. Adapt. Syst. 2, 1, Article 2 (March 2007), 44 pages. DOI = 10.1145/1216895.1216897
http://doi.acm.org/10.1145/1216895.1216897

1. INTRODUCTION

Defending the country’s telecommunication networks requires cooperation be-
tween service providers, equipment vendors, enterprises, and the government.
Currently, VoIP infrastructure is being aggressively deployed in both enter-
prises and residential areas without due consideration of security aspects. In-
secure deployment offers a clear recipe for a possible disaster to critical telecom-
munication infrastructures. However, little work appears in the literature on
how to defend VoIP against attacks such as Denial of Service (DOS), session
hijacking and termination, monitoring and eavesdropping, service disruption,
toll fraud, identity fraud, and spamming. Also, the impact of vulnerabilities
on a large-scale VoIP network (e.g., several millions of IP phones) is not well
understood. Hence, it is imperative that we thoroughly investigate the vulner-
abilities and threats to communities from deployment of real-time services like
VoIP. All the threats need to be addressed before we deploy VoIP services on
a mass scale because the lack of security could potentially disrupt the next
generation voice communications.

The possibility of VoIP network replacing the PSTN network depends on
enhancing the existing IP network to carry voice traffic. With the usage of IP
network to carry voice traffic, existing problems on the IP network holds for
the VoIP network too. One of the major issues that current IP networks face
is controlling spam—the unsolicited (bulk) e-mail. Spam control has been per-
ceived to be one of the most important problems of research with the traditional
e-mail systems. A recent study ([Evett 2006]) indicates that over 40% of the
e-mail circulating on the Internet nowadays is spam. Daily traffic is expected
to rise above 68 billion messages per day, and more than half of it–63%–will
be spam by 2007. The study estimates the spam costs for US corporations to
reach $8.9 billion. With this quantity of spam messages circulating through the
Internet each day, problems such as low availability and network congestion
would not be a surprise. In VoIP networks, spam refers to unsolicited voice
calls (usually referred to as SPIT—Spam over IP Telephony) that consume re-
sources on both the end VoIP phones and intermediate VoIP infrastructure
components. So far, we have no documented cases of SPIT because we have
few people using VoIP services. But, with the rapid pace of deployment and the
number of residential subscribers estimated to reach about 140 million users
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in 2010 ([Rago 2006]), SPIT poses a major threat if the VoIP industry fails to
adequately address prevention mechanisms. An analysis by Rosenberg et al.
[2006] indicates that spammers find IP-based SPIT roughly three orders of
magnitude cheaper to send than traditional circuit-based telemarketer calls.
For example, consider a VoIP spammer generating random usernames, IP ad-
dresses or domain names to form a SIP (Session Initiation Protocol) URI (SIP
identity) in the form sip:username@ip address such as in sip:alice@abcdef.com
(similar to e-mail addresses in e-mail domain). The spammer can then use this
randomly generated SIP URI to generate SPIT calls (similar to the way an e-
mail spammer generates random addresses for sending spam emails). While
many techniques have been designed to avoid e-mail spam, such techniques
often have limited application to avoid voice spam because of real time consid-
erations. In addition, content filtering is not useful in VoIP spam analysis as
media flows in after the two parties (i.e., calling party and the called party)
have agreed upon to start the communication and would be too late to filter the
call. Compare receiving an e-mail spam at 2:00 AM to receiving a junk voice
call. The e-mail spam sits in our Inbox until we see it later in the morning.
The junk voice call makes the phone to ring if it reaches the called party. This
inability to filter VoIP calls poses a serious challenge of detecting spam in real
time with the available signaling messages.

To realize our objective of receiving only genuine VoIP calls from any person
anywhere in the world, we must replace static junk-call filtering mechanisms
with adaptive learning systems. These systems, apart from learning spam be-
havior, should incorporate human behavioral models of how the call recipients
(called parties) determine whether to answer call. For example, whenever a
phone rings, depending on our state of mind, we determine whether the call is
from a trusted party. If we do not know the calling party, we guess the calling
party’s reputation. After picking up the call, we ask the calling party some ques-
tions and move forward only when satisfied with the calling party’s response.
Similarly, our adaptive learning system uses an intelligent call admission con-
trol which takes into account the presence of the called party (e.g., state of mind,
location, time), the rate of incoming calls from the calling party (by computing
first and second order differentials), trust between calling party and the called
party (estimated using Bayesian theory), and reputation graphs based on called
party’s social network. We have integrated these factors within our adaptive
learning system to facilitate deciding whether to accept/reject a call or forward
it to voice mail. We organize this article as follows: In Section 2, we present
related work in trust and reputation computational models, e-mail spam filter-
ing techniques, and SPIT detection methods. In Section 3, we propose a Voice
Spam Detector (VSD) for analyzing incoming calls. In Section 4, we present an
adaptive learning mechanism we integrated into the VSD for inferring spam
behavior. Next, we present a trust and reputation formalism which takes into
account human intuitive behavior in detecting spam based on direct (trust)
and indirect (reputation) relationships with the calling party. In Section 5, we
present experimental results when the formal model is integrated into VSD for
spam analysis. In Section 6, we present a detailed sensitivity analysis on the
accuracy of VSD with respect to parameters such as spam volume and network
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size. Finally, we present a mechanism for increasing the filter‘s accuracy by
integrating domain-wide knowledge in the spam analysis.

2. BACKGROUND

There exists lot of literature in the field of trust and reputation computa-
tion [Rahman and Hailes 1998; Lei and Shoja 2005; Marsh 1994; Cahill et al.
2003; Krukow and Neilson 2006; Zimmerman 1995; Wang and Vassileva 2003a,
2003b; Yu and Singh 2001, 2002; Mui et al. 2002; Zacharia et al. 1999; Sabater
and Sierra 2005; Jøsang et al. 2006]. Rahman and Hailes [1998] presents a dis-
tributed trust model for computing trust of entities in online transactions. The
trust model adopts a recommendation protocol where a source entity requests
its trusted entities to give recommendations about a target entity for a given
trust category. When the source entity receives all the recommendations, it com-
putes a trust value to the target entity based on the received recommendations.
Lei and Shoja [2005] present a distributed trust model organized as a Trust Del-
egation Tree (TDT) in e-commerce applications. This article presents a trust
management model for computing different trust levels such as direct trust
based on history, indirect trust based on trusted intermediaries’ recommen-
dations, and trust authorization levels using delegation certification chains.
Marsh [1994] describes trust formalism for computing and updating trust be-
tween two agents. The trust mechanism involves the computation of types of
trust such as basic trust (based on accumulated experiences), general trust in-
dependent of context, and situational trust that takes into account a specific
situation. Cahill et al. [2003] presents a trust model for secure collaborations
among pervasive entities. This article presents a trust model in which a source
principal makes a decision whether to interact with a target principal based on
current trust value he holds with the target principal for that particular action,
and the risk in communicating with the target principal. Krukow and Nielsen
[2006] discuss the importance of probabilistic models in logic reasoning. This
article presents a probabilistic trust model for computing the predictive proba-
bility of a principal behavior that is, the probability with which the principal’s
next interaction will have a specific outcome. Zimmerman [1995] describes a
web of trust model where users can exchange PGP keys among themselves
to trust each other. The exchanged keys are signed by each user, and ant any
time, the trustworthiness of users that have signed the keys can be established.
However, the users are required to create their own security and trust policies.
The web of trust model is not scalable and is not used with very large systems
such as the Internet. Wang and Vassileva [2003a, 2003b] present a Bayesian
trust model for inferring the trust of agents participating in an online transac-
tion. The proposed trust mechanism involves deriving Bayesian Networks for
trust inference and using the past transaction history to update the available
trust information. In addition, the trust model incorporates a mechanism for
evaluating the recommendations of other agents and updating its trust values
towards them. Yu and Singh [2001, 2002] describe a trust framework for clas-
sifying agents to be trustworthy based on quality of recent transactions. The
agents provide thresholds for differentiating trustworthiness of agents into
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trustworthy, nontrustworthy and unclear classification groups. The framework
assumes that an agent belongs to one of these groups when the probability of
service between that group and latest group is greater than a give threshold. In
addition, the framework gives preference to direct interaction information be-
fore taking into account indirect information from witnesses. Mui et al. [2002]
present a computational model for inferring trust and reputation of a given
source. The model infers trust as a dyadic quantity between trustor and trustee
and is computed based on the reputation data of the trustee. This article further
defines the reputation score as a quantity embedded in the social network of
the trustor and past transactions with the trustee. Zacharia et al. [1999] and
Zacharia and Maes [2000] present two reputation mechanisms “Sporas” and
“Histos” for inferring the reputation of agents in an online community. Spo-
ras is a reputation computation system where the agents rate each other after
the completion of the transaction and the reputation values are updated. This
update is less when the agent’s reputation is high. Histos is a reputation com-
putation mechanism that performs a recursive personalized rating inference of
agents that have communicated with the target agent. This recursive inference
is achieved by deriving a weighted graph with nodes as the agents and the
links connecting them as personalized ratings given by the parent node to the
child node of the link. Sabater and Sierra [2005] presents a survey on compu-
tational trust and reputation models that are of specific application in the field
of distributed Artificial Intelligence. This article describes different classifica-
tion aspects based on which the models can be classified and provides a review
on sample models in the area of trust and reputation computation research.
Jøsang et al. [2006] present a comprehensive survey of trust and reputation
models in Internet transactions. The survey describes the trust and reputation
semantics existing in the literature of trust and reputation inference. This arti-
cle also describes the existing problems and solutions for aggregation trust and
reputation metrics. All these trust and reputation inference techniques have
been used to solve problems in different problem domains such as e-commerce,
peer-to-peer networks, and spam filtering.

Spam filtering for the present day e-mail infrastructure has been well ad-
dressed in current literature [Sahami et al. 1998; Soonthornphisaj et al. 2002;
Sakkis et al. 2003; Cohen 1996; Rigoutsos and Huynh 2004; Golbeck and
Hendler 2004; Seigneur et al. 2004; Damiani et al. 2004; Wattson 2004; Foukia
et al. 2006]. Designers of spam filters have used a wide variety of filtering mech-
anisms such as text classification, rule-based scoring systems, Bayesian filter-
ing, pattern recognition, and identity verification. Sahami et al. [1998] describe
a Bayesian trust model for filtering spam e-mails. This article proposes that in-
corporating domain specific features in addition to identifying various textual
phrases, and probabilistically inferring the spam behavior of the constructed
message vector leads to a more accurate spam analysis. Soonthornphisaj et al.
[2002] presents a spam filtering technique that constructs the centroid vector
of the incoming e-mail and checks for its similarity between the centroid vector
of spam class and legitimate class e-mails. Sakkis et al. [2003] suggests proba-
bilistic inference for calculating the mutual information index (MI) for feature
selection. Using this, a vector of attributes having the highest MI scores is
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constructed for spam identification. The memory-based algorithms then at-
tempt to classify messages by finding similar previously received messages and
using them for classification. Cohen [1996] recommends spam filtering based
on a set of rules for identifying the message body content. Features of the mes-
sage are identified and scored to compute the total spam score of the e-mail
spam message and the messages having a score more than a given threshold is
identified as a spam e-mail. Large quantities of spam and legitimate messages
are used to determine the appropriate scores for each of the rules in the rule-
based scoring systems. Rigoutsos and Huynh [2004] suggests pattern discovery
scheme for identifying unsolicited e-mails by training the system with a large
number of spam messages. The system matches the e-mail message with the
available patterns; more the patterns are matched more is likelihood that the
message is spam. Golbeck and Hendler [2004] presents an algorithm for infer-
ring reputation relationships. This is achieved by constructing social network of
people connected with each other. Every user in the social network is attributed
with a reputation score. For a given message from the e-mail sender, the receiver
infers the weighted average of its neighbor’s reputation ratings to the e-mail
sender. The neighbors in turn infer the weighted average of their neighbors’ rep-
utation rating for the e-mail sender and this continues until the e-mail sender
is reached. Seigneur et al. [2004] discusses the establishment of identities of
e-mail senders using Trustworthy e-mail addresses. The identities of the par-
ties are established by exchanging hashes of previously exchanged e-mails. In
turn, a C/R system is discussed for challenging the party to establish its iden-
tity. This article also discusses a Trust/Risk Security framework for inferring
whether the incoming e-mail is spam or not using. The framework proposes
to use a Bayesian spam filter for trust inference. In addition, the framework
uses a static model for choosing a finite set of recommenders for making a rec-
ommendation. Identity verification mechanisms help in establishing that the
caller is the person who he claims to be. However, identity-based mechanisms
are not a complete solution for filtering spam especially in cases of dynamically
changing behavior and preferences of people involved in communication. Dami-
ani et al. [2004] suggests a P2P framework for detecting e-mail spam messages.
A P2P network consisting of user-tier nodes, mailers (mail servers), and super
peers exchange communication among themselves for tagging and updating
incoming e-mail messages as spam. This is achieved by constructing message
digests of incoming messages and checking for similarity with other spam mes-
sage digests. Wattson [2004] presents a spam filtering mechanism based on
sender identity verification and disposable e-mail addresses. The mechanism
proposes a multistage architecture consisting of black- and white-listing pro-
cedures, sender identity verification, and challenge response systems. The cu-
mulative inference of all the stages dictates whether the incoming e-mail is
spam or not. Foukia et al. [2006] presents a collaborative framework for spam
control in distributed administration domains. The framework involves mail
servers collaborating with each other to exchange spam control information.
The proposed framework involves spam control processes at both the incoming
and outgoing mail servers. The servers that participate in this information ex-
change are rewarded and traffic restrictions are imposed on those e-mail servers
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that do not participate. All the above proposed techniques attempt to classify
incoming e-mail as spam based either on static rule-checking, learning spam
behavior from the e-mail’s contents, or through identity verification. However,
these techniques cannot be directly used for filtering real-time junk voice. Un-
like e-mail spam messages, VoIP calls are real-time and have to be filtered in
real-time. In e-mail, people do not exhibit dynamic changes in behavior. Even if
the people exhibit dynamic changes in behavior, the e-mails from them do not
pose a nuisance to the end user. However, in case of VoIP, real-time voice calls
from people exhibiting dynamic changes in behavior creates a lot of nuisance
to the called party. This nuisance depends on the presence (mood or state of
mind) depending on context (such as situational, temporal, and spatial) of the
called party. The nuisance in this case is even more if the caller is unknown to
the called party.

Little work exists on analyzing spam in VoIP networks. The SIP spam draft
[Rosenberg et al. 2006] discusses spam in VoIP networks. Rebahi and Sisalem
[2005] present a spam filtering solution using reputation relationships. The
mechanism proposes to build a social network of people that can issue recom-
mendations regarding a given source. Macintosh and Vinokurov [2005] present
a statistical detection technique by analyzing the incoming traffic distribution
of the VoIP calls. An abnormal deviation from the normal call distribution is
considered to be SPIT traffic. Shin and Shim [2005] presents a spam filtering
approach where the calls are analyzed based on their incoming rate. If the
incoming rate is greater than predetermined short-term and long-term thresh-
olds, the call is blocked and branded as spam. We believe that a spam solution
for analyzing incoming voice calls is not only confined to limiting the rate of
calls. The solution should also consider the social authenticity (trust and rep-
utation), social connectivity, and the inherent need in accepting the incoming
call based on called party’s presence.

3. VOICE SPAM DETECTOR

The network diagram shown in Figure 1 is partitioned into network seg-
ments such as the call-receiving domain—VSD Domain (hereafter referred to as
VSDdomain-circled part in Figure 1) that is, the domain for which the VSD acts as
a spam detector (e.g., an enterprise network), and the call-generating domains
(e.g., telemarketing companies) that is, the domains from which calls would be
generated to an end user in the VSDdomain (e.g., an enterprise employee). This
VSDdomain consists of all the VoIP users whose calls are analyzed by the VSD
for spam behavior. VSDdomain can be scaled to different network sizes. For ex-
ample, the VSDdomain can be an enterprise having a Class B network such as
the domain www.unt.edu (University of North Texas with an IP address range
129.120.xxx.xxx), or a scaled down domain such as the computer science depart-
ment at UNT (with an IP address range 129.120.60.xxx or 129.120.61.xxx). At
any level, VSD analyzes and filters the call for the users inside the network
(or domain). Calls are generated from an end user outside or inside VSDdomain
through the VSD. Each IP phone in VSDdomain includes a SPAM button to allow
the called party (callee) to give feedback to the VSD.

ACM Transactions on Autonomous and Adaptive Systems, Vol. 2, No. 1, Article 2, Publication date: March 2007.



8 • P. Kolan and R. Dantu

Fig. 1. Voice Spam Detector for computing the spam probability of incoming calls. The VSD
can be deployed either in a VoIP proxy server (e.g., at the enterprise perimeter) or in an end
VoIP phone. In any case, VSD analyzes the incoming and outgoing calls based on end users’
preferences.

On receiving a call, VSD analyzes the spam level of the incoming call (the
associated spam probability) using the VoIP spam-detection model presented
in Section 4. The VSD then compares the call’s computed spam level with a pre-
determined threshold value to decide whether to block or forward the call to the
callee. The threshold value (permissible limit) is chosen by giving preference to
legitimate calls over spam calls, that is, the number of spam calls that can be
forwarded so as to minimize false positives (legitimate calls being blocked).
The main aim of any spam-filtering technique should be to minimize false
negatives (spam calls let in as legitimate) while keeping the false positives to
zero.

The call processing depends on the callee’s reaction to the incoming calls. The
VSDdomain users are equipped with spam-recognition capabilities. The callee
receives the call, experiences it, and gives feedback to the VSD about the nature
of call (whether it is a spam call or a legitimate call). This feedback is as simple
as pressing a spam button either during the call or just after termination. This
feedback resembles the way e-mail users give feedback about spam e-mail by
clicking a “SPAM” button on their web browser. The VSD learns about the spam
behavior of call participants (such as user, host and domain) based on callee’s
feedback. If the callee responds with a feedback that the current call is spam,
the VSD updates the calling party’s (caller’s) history for future spam analyses.
Future calls from the caller will have a high spam probability and a higher
chance of being stopped at VSD. On the other hand, if the callee responds with
a positive experience (non-spam), the caller’s history is updated to depict more
legitimacy for next incoming calls from the caller.
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Fig. 2. Functional Elements of VSD. The diagram describes a logical view of a multi-loop feedback
control process. Each stage employs a specific set of mechanisms for computing the incoming call’s
spam level. Each stage computes a spam level based on its specific features. A collective inference
from all of the stages represents an incoming call’s spam level.

4. VOIP SPAM DETECTION FRAMEWORK

VoIP spam detection cannot be achieved using a single detection method. The
detection needs to occur at several stages of call processing to achieve a high
degree of accuracy.

4.1 Architecture

The architecture for spam detection process should take into account the callee’s
preferences of wanted and unwanted calls, his presence of mind, the trust and
reputation he has for the caller. The basic architecture for spam detection is
shown in Figure 2. Each stage in the architecture diagram represents a tech-
nique based on which the call would be quarantined by employing a specific set
of mechanisms and user feedback. Each stage computes the possibility that the
call is spam and the collective inference of all stages provides a measure of the
call’s probability of being spam. Based on this inference, a decision is made to
forward or quarantine the call.

4.2 Functional Elements in Voice Spam Detection

As depicted in Figure 2, a number of techniques are used to achieve a composite
measure of a call’s spam level. This section provides a description of these
techniques.

Presence. Whenever we receive a voice call, whether we answer it or not
depends on our state of mind. This state of mind can change depending on
several factors such as location, the time, and our mood. To provide the VSD
with parameters for determining their state-of-mind, end users can configure
their phones with modes such as “do-not-disturb-me,” “follow-me,” and “911-
emergency”-modes depending on their preferences and needs. One such ex-
ample of integrating state-of-mind with filtering process is to synchronize the
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system with the end user’s calendar. The filtering process that takes place dur-
ing this stage is based on static and dynamic rules configured by the end user.

Rate Limiting. Based on known traffic patterns, signatures can be used to
detect the rate of incoming calls. For example, velocity and acceleration val-
ues (first and second order derivative) of the number of arriving calls from a
given user/host/domain can be used as a detection mechanism. When the ve-
locity/acceleration reaches a certain threshold, the drop rate can be updated
through feedback control. As expected, the earlier we detect a change in the
incoming pattern based on signatures, the earlier there will be a reduction in
the spread of spam. Once spamming is identified, the filter can use Proportional
Integral Control (PID), a feedback control, to reduce the velocity of spreading.
This method of detection is useful not only in deterring spamming attacks but
also in averting DOS attacks. Some preliminary investigation on the effective-
ness of this detection method is presented in Dantu et al. [2004].

Black and White Lists. Most of the present-day spam filters conduct static
checking of a set of signatures (a set of valid and invalid entities such as a user,
host and domain). The spam filter uses these signatures to allow or block calls.
Whitelist represents the set of entities from which the callee is always ready to
receive calls. Similarly, blacklist represents the set of entities from which the
callee prefers not to receive calls. Depending upon the callee’s specifications,
the calls with the specified entities will be allowed or denied calling. Such lists
are customized, that is, each callee has the flexibility of specifying a set of
whitelist and blacklist entities. The legitimate and spam entities in each of the
callee’s whitelist and blacklists will differ from other callees’ lists, and thus,
will not influence the call forwarding or blocking of other callees, that is, each
end user is guaranteed of forwarded or denied calls based on a customized
list.

The VSD constructs black- and whitelists using callee’s feedback. If the
callee’s feedback for a forwarded call indicates spam, the VSD adds the call en-
tities to the blacklist. Future calls from any entity on the blacklist are blocked
at the VSD. On the other hand, if the callee responds with a legitimate-call
feedback, the call entities are added to the callee’s whitelist, and calls from
them are forwarded to the callee.

Trust. Learning the caller’s spam and legitimate behavior over time allows us
to make many intelligent decisions regarding the call. This process of observing
the caller’s behavior constitutes the “trust” level the caller has built with the
callee. Trust as such represents an abstract modeling of the caller’s and the
callee’s past mutual behavior. This trust information can be used to classify an
incoming call as spam or legitimate.

When the VSD needs to compute the trust of an incoming SIP voice call,
it checks for previous trust information associated with the call-participating
entities such as the call source (calling user, calling host, call-generating do-
main), participating proxies in routing with the help of fields such as “from,”
“to,” “record route,” and “via.′′ The call’s trust level is then computed using
Bayesian inference techniques (see Section 4.3.1). If the call is forwarded to
the callee, VSD updates the history of the caller to appropriately reflect the
callee’s feedback. At times, it is possible that, due to unavailability of previous
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transactions, VSD cannot compute a trust value. In this case, we infer the
caller’s reputation from callee’s neighbors.

Social Networks and Reputation. Social networks can be used to represent
user relationships that can be derived along the network paths. These social
networks can be used to infer the associated relations between the elements
in the network. These relationships are transitive and transparent. If Alice is
related to Bob and Bob is related to Charles, then with a reasonable degree of
confidence, Charles can derive the trust information of Alice from Bob. With re-
spect to a VoIP service user, the user’s social network represents the associated
and trusted neighbors from whom the user is willing to receive calls. While the
trust is computed based on history, we derive reputation from trusted peers. The
reputation of the call source can be inferred based on the previous experience
of those trusted peers (Section 4.3.2) with that call source.

It is highly imperative for spam filters to be integrated with human behav-
ioral aspects and principles to mimic the way humans’ answer calls from wanted
people. Applying these social notions of trust and reputation helps in identi-
fying the social community and the relative closeness among the members of
the community. Such information can then be used to improve the accuracy of
identifying unwanted calls.

4.3 Trust and Reputation in Voice Calls

Formal models of trust have been proposed in security and in social sciences
[Ray and Chakraborty 2004; Hepburn and Wright 2003; Orbaek and Palsberg
1997]. These papers, however, do not address the social notions of trust and
reputation for solving real-time problems such as spam. The trust and reputa-
tion formalism presented here precisely addresses this problem. In particular,
we attempt to address the following:

(1) Formalism structured on human intuitive behavior for detecting spam
based on trust (direct) and reputation (indirect) relationships with the
caller.

(2) A quantitative model based on the formalism that computes the number
of spam calls required to move a caller from a whitelist to a blacklist and
vice-versa.

For defining the quantitative model, we use Bayesian inference techniques to
compute and update the trust and reputation relationships based on intuitive
considerations. Variants of Bayesian estimation methodologies have been used
in solving a multitude of problems relating to probabilistic reasoning and statis-
tics. We believe that these Bayesian analysis and inference techniques would
aid in automated and adaptive learning of spam behavior. This formalism for
voice calls is integrated into VSD (Section 3). In A.1 of the Appendix, we present
the terminology adopted for the formalism. In Section 4.3.1, we present the trust
formalism that describes a model for computing and updating trust based on
callee’s feedback. Section 4.3.2 presents a reputation formalism for inferring
and updating reputation based on callee’s feedback. Section 4.3.3 explains the
integration of the above models of trust and reputation for computing the spam
probability of the call.
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4.3.1 Trust. Trust has been traditionally used in solving the problem of
authentication in application areas such as ad-hoc and peer-to-peer systems.
Social notions of trust can be used in inferring the spam behavior of voice calls.
To begin, we define trust in context of analyzing voice calls by modifying the
definition given in Wang and Vassileva [2003b] as a callee’s belief in caller’s
capabilities, honesty and reliability based on his/her own direct experiences.
Trust refers to caller’s capability, honesty, and reliability in making legitimate
calls to the callee. This trust of the incoming call is based on the trust of the
individual participants of the call and the callee’s experiences towards those
call participants.

Property 1. Trust level of a voice call depends on the call participants.

The trust T of the incoming SIP voice call depends on the trust of individ-
ual call participants. A call participant can be a user, a host, a domain, or an
intermediate proxy.

Property 2. Trust is derived from the caller’s past behavior.

Trust for a call participant is accrued over a period of time based on its past
behavior. For each call participant i, we denote a call set Ci = {Ni,s, Ni,v} the
spaminess and legitimateness of participant i. The spaminess Ni,s represents
the total number of past spam calls and legitimateness Ni,v represents the
total number of past legitimate calls from the call participant. The higher a
call participant’s spaminess, the higher are the chances that the call having
this call participant will be filtered. Similarly, the higher the legitimateness,
the higher the chances that VSD will forward the call having this call par-
ticipant to the callee. The initial values of Ni,s and Ni,v of a call participant
i are defined by Ni,s, Ni,v = 1, when VSD has no history for the call partic-
ipant i. Alternatively, with available history for the call participant with re-
spect to the callee, the VSD increments Ni,s for every spam call and Ni,v for
every legitimate call to the callee. This spaminess and legitimateness of indi-
vidual call participants helps in computing the overall trust of the incoming
call.

The trust of the incoming call is inferred from D = f (C, NS , NV ) where
NS and NV represents the total number of spam and legitimate calls pro-
cessed by VSD. C represents the set of call sets of all participants, that is,
C = {C1, C2, . . . , Cn} where n is the number of call participants. D is defined as
the distrust of the call. The higher the distrust of the call, the lower is the trust
level associated with it. D ∈ [0 1], that is, the distrust of the call lies in the
range [0 1]. The distrust D of the incoming call is dependent on the spaminess
and legitimateness of all the call participants and is computed using Bayesian
Analysis. This is represented by:

D = f (C, NS , NV )

that is,

D = f ({N1,S , N1,V }, {N2,S , N2,V }, {N3,S , N3,V }, . . . , {Nn,S , Nn,V }, NS , NV ),
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where the function “ f ” is defined as (detailed probabilistic model is explained
in A.2 of the Appendix)

D =
( ∑n

i=1 Ni,s∑n
i=1 (Ni,s+Ni,v)

) ∏n
i=1

Ni,s
Ni,s+Ni,v( ∑n

i=1 Ni,s∑n
i=1 (Ni,s+Ni,v)

) ∏n
i=1

Ni,s
Ni,s+Ni,v

+
( ∑n

i=1 Ni,v∑n
i=1 (Ni,s+Ni,v)

) ∏n
i=1

Ni,v
Ni,s+Ni,v

(1)

Higher the value of D, higher is the chance that the call is going to be fil-
tered. The simple Bayesian equation shown above helps us in computing the
distrust of the incoming call. Though we have carried out a treatment of simple
Bayesian analysis for processing calls, we believe that the results are valid even
for different variants of Bayesian analysis and techniques.

Definition 1. Trust level T is a direct measure of distrust and is equal to
1-D.

The distrust D given in Eq. (1) helps in computing the value of trust for the
incoming call. This computation is a direct measure of distrust D and is equal
to the value 1-D.

AXIOM 1. Callers can be grouped based on their calling patterns.

In real world, we remember people such as our friends, family members,
neighbors, and unwanted callers who can be grouped into white, grey and black
lists. The membership of these lists varies depending upon our mood, past
experience, current needs and distrust. For example, we can assign some ranges
of distrust levels to these lists as follows:

D =
⎧⎨
⎩

0 − 0.01 White list
0.01 − 0.99 Grey list
0.99 − 1.0 Black list.

A caller in a callee’s blacklist can be a user who has had a spam behavior for
a long time such that the caller’s distrust was as high as 0.99. However, a
reasonable number of legitimate calls from the caller can decrease this distrust
value. If the distrust falls below a threshold of 0.01, then the caller can be
added to the callee’s whitelist. In addition, the above scale can also be used
when quarantining incoming calls. For example, with a distrust value more
than 0.99, the incoming call can be directly blocked, and for distrust less than
0.01, the call can be directly forwarded. The computed distrust (Property 2)
after integrating with reputation inference (Section 4.3.2) is compared with a
predetermined threshold configured by the callee and a decision can be made
whether to forward the call to the callee or to filter it. If the call is filtered, then
it can be sent to the voicemail box or completely blocked, depending upon the
callee’s customized options. Alternatively, if the call is forwarded to the callee,
then the callee can answer the call and give feedback to the VSD. The callee
responding with a spam or legitimate call feedback constitutes the explicit
feedback. However, another type of feedback can be inferred from the callee’s
calling behavior. It is the implicit feedback available to the VSD when the callee
makes outgoing calls (here, the role of the callee changes to a caller). In this
case, the VSD updates the history of the called parties with respect to him.
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There is a marked difference in the way trust is updated based on implicit and
explicit feedback and is explained in the following property.

Property 3. Trust can be derived from incoming as well as outgoing calls.
Every wanted or legitimate incoming call translates to an additive increase in
trust whereas an outgoing call results in an exponential increase.

For a given callee, trust is a function of both incoming and outgoing calls.
It is normal that the trust we have towards people we call is greater than the
trust we attribute to people who call us. The trust we bestow on people who
receive calls from us increases exponentially with every outgoing call whereas
the trust attributed to people who call us increases additively. We incorporate
this behavior into VSD as follows:

For a positive feedback from the callee for the present call, the distrust D for
the next call from the caller would be updated by:

D = f ({N1,s, N1,v + 1}, {N2,s, N2,v + 1}, {N3,s, N3,v + 1}, . . . , {Nn,s, Nn,v + 1}, NS , NV + 1).

If the call is spam, as specified by the callee, distrust D is updated by

D = f ({N1,s + 1, N1,v}, {N2,s + 1, N2,v}, {N3,s + 1, N3,v}, . . . , {Nn,s + 1, Nn,v}, NS + 1, NV ).

But, for an outgoing call, trust is increased exponentially and is represented by

D = f ({N1,s, N1,v|ek1|}, {N2,s, N2,v|ek2|}, {N3,s, N3,v|ek3|}, . . . , {Nn,s, Nn,v|ekn|}, NS , NV ).

We believe that ki ≥ 0 and is proportional to individual trust (Ti) of the call
participant i for i = 1 · ·n, that is, the amount of exponential increase is in the
order of trust of the respective call participant.

Therefore,ki is proportional to Ti

that is, ki ∝ Ti for i = 1 · ·n
For defining the trust (Ti) of individual call participant i, we compute the

distrust (Di) of the call participant. Trust is then inferred directly from the
distrust value and can be safely assumed to be equal to 1 − Di. The distrust Di

for call participant i (variant of A.2 of the Appendix for one random variable)
is given by

Di =
(

Ni,s
NS

) (
Ni,s

Ni,s+Ni,v

)
(

Ni,s
NS

) (
Ni,s

Ni,s+Ni,v

)
+

(
Ni,v
NV

) (
Ni,v

Ni,s+Ni,v

) (2)

Computing individual distrust for each call participant helps to identify the
amount of spam behavior associated with that call participant. In addition,
this computation assists in reducing false alarms (i.e., the total number of false
positives and false negatives). Therefore, for i = 1 · ·n, the lower the value of Di

from Eq. (2), the higher is the value of ki and, therefore, the higher the increase
in trust level and vice-versa. Trust can be updated by computing the distrust
(as shown in Eq. (2)) for every incoming call passing through the VSD.

Based on the above constructs, we can derive a quantitative model using
Bayesian estimation that computes the number of spam or legitimate calls re-
quired for moving the caller among the lists defined in Axiom 1. To achieve this,
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the current behavior of a call participant, that is, the spaminess and legitimate-
ness of a call participant based on its past behavior must be computed. We, as
humans, do this in our daily life as well. When receiving a voice call, we check
the caller-id of the incoming call and intuitively estimate the likelihood of the
call being spam based on the caller’s trustworthiness and past behavior.

LEMMA 1. A participant’s spaminess can be inferred from its past calls and
current distrust.

Let Di be the distrust of a call participant “i” for its past total calls Ni,B where
Ni,B = Ni,s + Ni,v. Let Ni,s and Ni,v represent the spaminess and legitimateness
associated with the call participant; then,

Ni,s = h1(Ni,B, Di, NS , NV )

Ni,V = h2(Ni,B, Di, NS , NV ),

where the functions h1 and h2 are derived by solving the two equations

Ni,B = Ni,s + Ni,v (3)

and

Di =
(

Ni,s
NS

) (
Ni,s

Ni,s+Ni,v

)
(

Ni,s
NS

) (
Ni,s

Ni,s+Ni,v

)
+

(
Ni,v
NV

) (
Ni,v

Ni,s+Ni,v

)
from Eq. (2)

From above, we have

Di =
(

Ni,s
NS

)
(Ni,s)(

Ni,s
NS

)
(Ni,s) +

(
Ni,v
NV

)
(Ni,v)

⇒ Di = NV (Ni,s)2

NV (Ni,s)2 + NS(Ni,v)2

⇒ (Ni,v)2 = NV (Ni,s)2(1 − Di)
Ns Di

⇒ (Ni,v)2

(Ni,s)2
= NV (1 − Di)

NS Di

⇒ N 2
i,v

(Ni,B − Ni,v)2
= NV (1 − Di)

NS Di
from(3) ⇒ (Ni,B − Ni,v)2

(Ni,v)2
= NS Di

NV (1 − Di)

⇒ Ni,B

Ni,v
= 1 +

√
NS Di

NV (1 − Di)
⇒ Ni,v = Ni,B

1 +
√

NS Di
NV (1−Di )

(4)

Therefore,

Ni,s = Ni,B − Ni,v ⇒ Ni,s = Ni,B − Ni,B

1 +
√

NS Di
NV (1−Di )

⇒ Ni,s = Ni,B

1 +
√

NV (1−Di )
NS Di

(5)
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Therefore, given distrust Di and past number of calls Ni,B for a call partic-
ipant i, we can find Ni,s and Ni,v, that is, the call participant’s spaminess and
legitimateness. Deriving Ni,s and Ni,v for a given distrust and total past calls
helps us to compute the number of spam or legitimate calls required to move a
caller from one list (e.g., whitelist) to another (e.g., blacklist) defined in Axiom
1 as shown in Lemma 2.

LEMMA 2. The number of calls (NCF) needed to identify spam depends on
the caller’s distrust and the callee’s tolerance.

In reality, it is highly likely that people will change their behavior such
as legitimate callers generating unwanted calls or unsolicited callers making
legitimate calls. In this context, we derived a quantitative model that computes
the number of spam calls required to categorize a caller to a blacklist. This is
more necessary in VoIP than in e-mail. In the case of e-mail, it would not be a
serious nuisance to the end user if the spam filter doesn’t stop spam emails (false
negatives). But, spam calls become a greater nuisance in case of VoIP because
the end user must answer the call in real time. For deriving NCF, assume that
N ′

S and N ′
V represent the total number of spam and legitimate calls processed

by the VSD. In this lemma, consider that three call participants—calling user,
calling host, and call-generating domain—are used to compute an incoming
call’s distrust value. Assume

Spaminess of user (N1,s) = N ′
1,s, and legitimateness of the user (N1,v) = N ′

1,v;
Similarly, spaminess of host (N2,s) = N ′

2,s, and legitimateness of host (N2,v) =
N ′

2,v.
Spaminess of domain (N3,s) = N ′

3,s, and legitimateness of domain (N3,v) =
N ′

3,v.
Therefore, the current distrust (DC) based on the spaminess and legitimate-

ness of the three call participants of the incoming call derived using Eq. (1) is
given by,

DC =

( ∑3
i=1 N ′

i,s∑3
i=1 (N ′

i,s+N ′
i,v)

) ∏3
i=1

N ′
i,s

N ′
i,s+N ′

i,v( ∑3
i=1 N ′

i,s∑3
i=1 (N ′

i,s+N ′
i,v)

) ∏3
i=1

N ′
i,s

N ′
i,s+N ′

i,v
+

( ∑3
i=1 N ′

i,v∑3
i=1 (N ′

i,s+N ′
i,v)

) ∏3
i=1

N ′
i,v

N ′
i,s+N ′

i,v

⇒ DC =
( ∑3

i=1 N ′
i,s

) ∏3
i=1 N ′

i,s( ∑3
i=1 N ′

i,s

) ∏3
i=1 N ′

i,s + ( ∑3
i=1 N ′

i,v

) ∏3
i=1 N ′

i,v

⇒ DC = (N ′
1,s+ N ′

2,s+ N ′
3,s)N

′
1,s N ′

2,s N ′
3,s

(N ′
1,s+N ′

2,s+N ′
3,s)N

′
1,s N ′

2,s N ′
3,s+(N ′

1,v + N ′
2,v + N ′

3,v)N ′
1,v N ′

2,v N ′
3,v

From the above equation, we have

DC

1 − DC
= (N ′

1,s + N ′
2,s + N ′

3,s)N
′
1,s N ′

2,s N ′
3,s

(N ′
1,v + N ′

2,v + N ′
3,v)N ′

1,v N ′
2,v N ′

3,v
(6)

Now, assume that there were NCF number of spam calls from the call par-
ticipants (i.e., the calling user, calling host, and call-generating domain) after
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which the calls are filtered. Therefore, because of linearly updating the history
of each call participant based on feedback from the callee, the history of the
three call participants is given by

Spaminess of user (N1,s) = N ′
1,s + NCF and legitimateness of user (N1,v) =

N ′
1,v;
Spaminess of host (N2,s) = N ′

2,s + NCF and legitimateness of host (N2,V ) =
N ′

2,v;
Spaminess of domain (N3,s) = N ′

3,s + NCF and legitimateness of domain
(N3,v) = N ′

3,v;
Total spam calls processed by VSD = N ′

S+NCF and total number of legitimate
calls processed by VSD =N ′

V . Therefore, the final distrust level (DF ) after NCF

number of spam calls from the 3 call participants, is given by

DF =

( ∑3
i=1 (N ′

i,s+NCF )∑3
i=1 (N ′

i,s+NCF +N ′
i,v)

) ∏3
i=1

N ′
i,s+NCF

N ′
i,s+NCF +N ′

i,v( ∑3
i=1 N ′

i,s+NCF∑3
i=1 (N ′

i,s+NCF +N ′
i,v)

) ∏3
i=1

N ′
i,s+NCF

N ′
i,s+NCF +N ′

i,v
+

( ∑3
i=1 N ′

i,v∑3
i=1 (N ′

i,s+NCF +N ′
i,v)

) ∏3
i=1

N ′
i,v

N ′
i,s+NCF +N ′

i,v

⇒ DF =

(N ′
1,s + N ′

2,s + N ′
3,s + 3NCF)(N ′

1,s + NCF)
(N ′

2,s + NCF)(N ′
3,s + NCF)

(N ′
1,s + N ′

2,s + N ′
3,s + 3NCF)(N ′

1,s + NCF)(N ′
2,s + NCF)

(N ′
3,s + NCF) + (N ′

1,v + N ′
2,v + N ′

3,v)N ′
1,v N ′

2,v N ′
3,v

⇒ (N ′
1,s + N ′

2,s + N ′
3,s + 3NCF)(N ′

1,s + NCF)(N ′
2,s + NCF)(N ′

3,s + NCF)

(N ′
1,v + N ′

2,v + N ′
3,v)N ′

1,v N ′
2,v N ′

3,v

= DF

1 − DF

Using Eq. (6), we have

⇒ (N ′
1,s + N ′

2,s + N ′
3,s + 3NCF)(N ′

1,s + NCF)(N ′
2,s + NCF)(N ′

3,s + NCF)

(N ′
1,s + N ′

2,s + N ′
3,s)N

′
1,s N ′

2,s N ′
3,s

= DF (1 − DC)
(1 − DF )DC

(7)

For solving Eq. (7) for NCF, we require the values of N ′
i,s and N ′

i,v for i = 1 · ·3.
N ′

i,s and N ′
i,v are dependent on the distrust of participant “i” and its past calls

N ′
i,B for i = 1··3 as presented in Lemma 1. Substituting N ′

i,s and N ′
i,v for i = 1··3

with the current distrust DC and final distrust DF in Eq. (7), the number of
calls NCF required to move from distrust DC to distrust DF can be computed.
Using Eq. (7), the number of spam calls required to move a caller from a list
(e.g., whitelist) to another list (e.g., blacklist) can be computed by assuming
the values of current distrust (DC) and final distrust (DF ) based on the values
defined for the lists in Axiom 1.

COROLLARY 1. The number of spam calls (NCF) required by VSD to identify
a new spammer is 3.

Equation (7) is used for computing the number of spam calls required by the
VSD for moving the distrust of an incoming call from DC to distrust DF . For a
new spammer from a new host and domain, the spaminess and legitimateness
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for each call participant in the call is equal to 1, that is, N ′
1,s = N ′

1,v = N ′
2,s =

N ′
2,v = N ′

3,s = N ′
3,v = 1 (Property 2). These values if substituted in Eq. (1) would

result in an initial distrust value DC = 0.5. Therefore, substituting above values,
the value of DC, and threshold T = 0.99 (therefore DF = 0.99) to directly get
filtered in Eq. (7), we get a value of

NCF ≈ 3, (8)

that is, VSD takes 3 spam calls to move from initial probability of 0.5 to the
threshold probability DF = 0.99. This is experimentally validated in Section
5.2.1. In practice, the value of NCF depends on the threshold value.

Note 1. In this lemma, we assume that the number of spam calls from the
host and domain are same as the number of spam calls from the user (NCF).
However, it is quite possible that there might be different user accounts on the
same IP phone and many hosts in the same domain. In this situation, depending
upon the spam behavior of other users, the spam histories of the host and of
the domain change. Therefore, at any instant, the number of calls required to
cross the threshold would be dependent on the spaminess and legitimateness
of each of the call participants as is modeled using Eq. (1).

Note 2. The quantitative model computes the number of spam calls required
to categorize a caller into blacklist by increasing the call participants’ spami-
ness. A similar model can be used to compute the number of legitimate calls
to categorize the caller into a whitelist. However, in this case, the spaminess
remains the same and legitimacy of the call participants change, that is, af-
ter NCF number of legitimate calls, the spaminess (Ni,S) remains N ′

i,s, but the
legitimateness (Ni,v) changes to N ′

i,v+NCF for each call participant i for i = 1··3.
Note 3. The number of call participants for analysis can be extended from

the three participants of calling user, calling host, and call-generating domain
to include other call participants such as the source and intermediate proxies.
In this case, to categorize a caller into blacklist, NCF would be a function of the
individual spaminess of all the “n” call participants, that is, given spaminess
Ni,s for i = 1 · · n and the distrusts DC and DF , the number of spam calls NCF

can be computed. Similarly, to categorize a caller into a whitelist, NCF would
be a function of the individual legitimateness of all the “n” call participants,
that is, given legitimateness Ni,v for i = 1 · ·n and the distrusts DC and DF , the
number of legitimate calls NCF can be computed.

Note 4. Corollary 1 is a specific case for a new spammer who does not have
history of calling any of the users inside the VSDdomain. Due to this, we initialize
the spaminess and legitimateness of the call participants from this new caller
to be 1 and derive a value of NCF = 3. However, for calls from other callers that
have a history of calling users inside the VSDdomain, the value of NCF depends on
the previous spaminess and legitimateness of the incoming call’s participants.
Higher spaminess compared to legitimateness of the call participants results in
a value of NCF less than 3, and higher legitimateness compared to spaminess of
call participants results in a value of NCF greater than 3. To generalize, for a call
from new spammer with n call participants, the spaminess and legitimateness
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Fig. 3. Trust fades with time. In the absence of transactions, trust decreases exponentially in the
order of elapsed time.

of each call participant can be initialized to a value 1 for computing the value
of NCF.

The above quantitative model is derived based on an assumption that there
are spam or legitimate calls from the caller to the callee. However, it is possible
that a callee does not receive a call from the caller for a long time. In this case,
the trust level of the caller fades over time.

Property 4. We forget bad and good experience over time, and as a result,
in the absence of any transactions, trust fades.

Trust is accrued over a period of time. This accrued trust is a representation
of the caller’s past behavior. But, in absence of calls from the caller over a period
of time, the trust decreases, that is, trust fades with time. This fading of trust
is exponential (Palla and Dantu [2006]). If the last transaction with the caller
was at time tp in the interval {t1, tn} such that t1,. . . .tp,. . . .tn, then the trust
value will decay over the time period �t = tn − tp. This can be represented
by Ti,n = Ti, p exp(−�t) where Ti, p and Ti,n represent the trust for a given call
participant “i” for i = 1 · ·n, at time periods tp and tn respectively. This fading
of trust over a period of time for a caller is as shown in Figure 3.

All the above notions of trust can be applied only when there is an available
caller history for the incoming call. But, in everyday life, we receive calls from
individuals who are calling for the first time (e.g., unknown callers - strangers).
We lack a prior calling history for them. In this case, we must rely on reputation
or on recommendations based on word of mouth.

4.3.2 Reputation. It is a human tendency to rely on the opinions of trusted
people regarding an individual’s trustworthiness (usually referred to as the in-
dividual’s reputation) in addition to one’s own experience. Knowing the indi-
vidual’s reputation becomes even more necessary when we have no previous
experience with that individual. Inferring reputation for detecting the spam
behavior of a call is useful particularly in cases when neighbors have first-hand
experience with the caller. Here we present a model for inferring reputation and
updating it based on callee’s feedback. But, first, we define reputation of a call
participant as a notion or report of its propensity to fulfill the trust placed in it
(during a particular situation); its reputation is created through feedback from
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Fig. 4. Reputation inference for a call from domain X 4 to domain X 1. The proxy topology for
reputation takes into account the interconnection among domain proxies that are in all the possible
paths from the caller’s domain proxy to VSD. This topology can then be used for propagating and
updating reputation information using Bayesian Networks based on an observed evidence of spam
based on callee’s feedback.

individuals who have previously interacted with the call participant (Goecks
and Mynatt [2002]).

The reputation of a call participant is inferred based on the recommenda-
tions of the neighbors of the callee (e.g., other employees in the enterprise) as
given in Ono and Schulzrinne [2005]. These neighbors can in turn poll their
neighbors for the call participant’s reputation. This reputation mechanism can
be integrated into the functionality of VSD. For this integration, instead of
the actual callee seeking the recommendations regarding each call participant,
the VSD seeks recommendations about the caller’s domain proxy from its own
neighboring domain proxies. The neighboring proxies, in turn, seek the rec-
ommendation of their neighboring proxies until the caller’s domain proxy is
reached. VSD then infers the reputation of the caller’s domain proxy based
on these recommendations using Bayesian Networks inference techniques. For
this, with respect to a domain proxy, a graph can be generated using the neigh-
boring proxies that can be used in deriving the caller’s domain reputation. For
example, consider an example ring proxy network topology [Lancaster 2003]
graph given in Figure 4.

For the given topology graph in Figure 4, reputation is inferred using
Bayesian networks. For a call from a domain (X 2, X 3 or X 4) to a user inside X 1
(VSDdomain), the reputation of the domain can be updated by feedback from the
end user, that is, the evidence is propagated throughout the Bayesian network
(detailed probabilistic model is explained in A.3 of the Appendix). For a call
from domain X 4 to domain X 1, the reputation of domain X 4 can be inferred
by computing P (X 1| X4), that is, the posterior probability of X 1 given an event
that a call has been generated at X 4.

P (X 1|X 4) = P (X 1, X 2|X 4) + P (X 1, ∼ X 2|X 4)
= P (X 1|X 2)P (X 2|X 4) + P (X 1| ∼ X 2)P (∼ X 2|X 4) (9)
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where

P (X 1|X 2) = P (X 1, X 3|X 2) + P (X 1, ∼ X 3|X 2)
= P (X 1|X 2, X 3)P (X 3) + P (X 1|X 2 ∼ X 3)P (∼ X 3) (10)

and
P (X 1| ∼ X 2) = P (X 1, X 3| ∼ X 2) + P (X 1, ∼ X 3| ∼ X 2) =

P (X 1| ∼ X 2, X 3)P (X 3) + P (X 1| ∼ X 2, ∼ X 3)P (∼ X 3) (11)

P (X 3) = P (X 3, X 4) + P (X 3, ∼ X 4) = P (X 3|X 4)P (X 4) + P (X 3| ∼ X 4)P (∼ X 4) (12)

Solving Eqs. (9)–(12) gives the reputation P (X 1|X4)of domain proxy X 4. The
inferred reputation of caller’s domain is then updated based on callee’s feedback.
The reputation for the caller domain that is inferred can then be used either for
increasing or decreasing the trust level (see Section 4.3.3) of the incoming call.

Property 5. Trust and reputation levels increase additively and decrease
multiplicatively.

In our daily life, we slowly gain trust, but we develop distrust quickly. We
model this intuitive behavior in updating the trust and the reputation values.
However, previously in this article, we have adopted a linear model in updating
trust (or distrust). Here, we present an alternative model for updating trust.
The type of update model to be used depends on the sensitivity of the underlying
application.

For a legitimate-call feedback from a callee, the distrust D is decreased as
shown below (increasing the legitimateness decreases the distrust)

D = f ({N1,s, N1,v+T1}, {N2,s, N2,v+T2}, {N3,s, N3,v+T3}, . . . , {Nn,s, Nn,v+Tn}, NS , NV +1).

Similarly, reputation is additively increased for good behavior. For the graph
topology in Figure 4, the parameters for each node are updated additively for
a legitimate call. For example, for a legitimate-call feedback from callee for a
call from domain X 4 to domain X 1, the parameters of each node are updated
as follows:

Node X 2 : P (X 2|X 4) = P (X 2|X 4) + r1 P (X 2| ∼ X 4) = P (X 2| ∼ X 4) − r1

Node X 3 : P (X 3|X 4) = P (X 3|X 4) + r1 P (X 3| ∼ X 4) = P (X 3| ∼ X 4) − r1

NodeX 1 : P (X 1|X 2, X 3) = P (X 1|X 2, X 3) + P (X 1|X 2)
Sinf

s1 + P (X 1|X 3)
Sinf

s1

P (X 1|X 2,∼ X 3) = P (X 1|X 2, ∼ X 3) + P (X 1|X 2)
Sinf

s1 − P (X 1|X 3)
Sinf

s1,

P (X 1| ∼ X 2, X 3) = P (X 1| ∼ X 2, X 3) − P (X 1|X 2)
Sinf

s1 + P (X 1|X 3)
Sinf

s1

P (X 1| ∼ X 2,∼ X 3) = P (X 1| ∼ X 2, ∼ X 3) − P (X 1|X 2)
Sinf

s1 − P (X 1|X 3)
Sinf

s1,

where r1 and s1 are constants and Sinf = P (X 1| X2) + P (X 1| X3) .

ACM Transactions on Autonomous and Adaptive Systems, Vol. 2, No. 1, Article 2, Publication date: March 2007.



22 • P. Kolan and R. Dantu

Alternatively, for a spam call, both the trust and the reputation levels de-
crease multiplicatively. this is represented as follows:

D = f ({N1,s + J1 D1, N1,v}, {N2,s + J2 D2, N2,v}, {N3,s + J3 D3, N3,v}, . . . , {Nn,s + Jn Dn, Nn,v}, NS + 1, NV )

where Di is the associated distrust and Ji is multiplicative constant for updat-
ing distrust for a call participant i for i = 1 · ·n. In the basic case, Ji Di = 1 for
i = 1 · ·n for experimenting with a linear increase in distrust.

Similarly for reputation, the parameters for each of the nodes in the graph
topology would be updated for a spam-call feedback from the callee as follows:

Node X 2 : P (X 2|X 4) = P (X 2|X 4) − r2 P (X 2| ∼ X 4) = P (X 2| ∼ X 4) + r2

Node X 3 : P (X 3|X 4) = P (X 3|X 4) − r2 P (X 3| ∼ X 4) = P (X 3| ∼ X 4) + r2

Node X 1 : P (X 1|X 2, X 3) = P (X 1|X 2, X 3) − P (X 1|X 2)
Sinf

s2 − P (X 1|X 3)
Sinf

s2

P (X 1|X 2,∼ X 3) = P (X 1|X 2, ∼ X 3) − P (X 1|X 2)
Sinf

s2 + P (X 1|X 3)
Sinf

s2

P (X 1| ∼ X 2, X 3) = P (X 1| ∼ X 2, X 3) + P (X 1|X 2)
Sinf

s2 − P (X 1|X 3)
Sinf

s2

P (X 1| ∼ X 2,∼ X 3) = P (X 1| ∼ X 2, ∼ X 3) + P (X 1|X 2)
Sinf

s2 + P (X 1|X 3)
Sinf

s2,

where Sinf = P (X 1| X2) + P (X 1| X3).r2, s2 are constants such that r2 > l1r1
and s2 > l2s1 and l1, l2 >1. The two constants l1 and l2are the multiplicative
constants and are configured based on callee’s preferences. The other constants
r1, r2, s1, s2 are configuration parameters of VSD and can be initialized based on
criteria such as the maximum number of calls that can be allowed from a spam
domain and spam host. The updated values for the reputation parameters are
in turn substituted in Eqs. (9)–(12) to result in a new set of updated reputation
values for the nodes X 2 , X 3, and X 4 (represented by P (X 1| X2), P (X 1| X3) and
P (X 1| X4) respectively). For a given set of initial or prior probabilities for the
topology graph nodes representing the reputation of those domains, and for a
spam call from domain X 4 to domain X 1, the Bayesian inference calculations
shown above would decrease the reputation for X 2, X 3 and X 4 proxies and
increase the reputation for a legitimate call for the same domain proxies. For
every incoming call, this adaptive update of reputation is derived for all the
domains in the probable path from the source domain proxy to VSD.

Property 6. With no prior experience, we rely on reputation. After multi-
ple transactions with the caller, trust takes precedence and the influence of
reputation decreases.

Many a times, trust and reputation are used to represent human belief. Trust
represents a caller’s past behavior whereas reputation signifies social status.
While trust is computed, reputation is derived. Figure 5 presents a trust-and-
reputation-influence plot based on human intuitive behavior in estimating the
belief we place in individuals.
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Fig. 5. Real life influence of trust and reputation. With no previous experience one relies mostly
on reputation or recommendations. With increasing experience, the influence of trust (developed
using experience) increases and that of the reputation decreases.

Fig. 6. Integration of trust and reputation. The trust is either increased or decreased based on
reputation of caller’s domain. The collective inference of these two stages results in a decision as
to whether forward or quarantine the call

With no available history or experience, we rely mostly on the caller’s rep-
utation. Once we start receiving calls from the caller, trust would have more
influence than reputation. This is particularly useful when our main goal is to
define customized filters as the needs and perceptions of people change.

4.3.3 Integrating Trust and Reputation. The trust and reputation models
defined in Section 4.3.1 and Section 4.3.2 are integrated as functional working
modules in our voice-spam-filter analysis as shown in Figure 6.

For an incoming call, the spam level of the call can be computed using dis-
trust D of the call by taking into account the spam and legitimate histories of
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Table I. Qualitative Comparison of Techniques Used by Existing Spam Filtering Approaches

Features P1 P2 P3 P4 P5 P6
Trust computation framework using past history

√ √ √ √
Reputation inference based on recommendations

√ √ √ √
Rate Limiting

√
Presence or context information for real-time analysis

√
Blacklists and whitelists for signature based detection

√ √ √
Community experience

√ √
Feedback control

√ √
Identity Verification

√ √
Collaborative analysis

√ √ √
Adaptive and real-time usage

√ √
Distributed Solution

√ √
Challenge and Response techniques

√ √

P1: Golbeck and Hendler [2004] P2: Seigneur et al. [2004]
P3: Wattson [2004] P4: Damiani et al. [2004]
P5: Foukia et al. [2006] P6: Our proposed VoIP spam filtering framework

the call participants. The reputation module infers the reputation (R) of the
source domain and then augments the distrust (D) based on inferred reputa-
tion. As shown in Figure 6, the final spam behavior (pc) in filtering is a result of
the analysis of the incoming call by applying the principles of distrust and rep-
utation. For the above analysis, the filter formal notation can be summarized
as follows:

D = (C, Ns, Nv): Distrust computation based on history of call participants.
R =[P (X 1| X2), P (X 1| X3), P (X 1| X4)]: Reputation analysis for the 4-node graph
shown before where X 1 is the VSD and X 2, X 3, X 4 are the domain proxies.
pc = (D, R) : A correlation between the trust and reputation analysis. This
tells us how the distrust D is updated based on reputation analysis. In this
article, we have used a simple linear update based on the extent of deviation
in reputation of a domain from its initial reputation.

F = (pc, Y ): F represents a Forward / Reject decision by comparing the final
spam level of the call (pc) with the assumed threshold Y (defined in Axiom 1).
F can be a simple Boolean function resulting in True (call is spam—filter the
call) or False (call is not spam—forward the call).

In the above sections, we have discussed an evidence-based filtering tech-
nique for Voice over IP. In the next section, we compare our methodology with
the existing evidence based techniques.

4.3.4 Comparison of Evidence-Based Filtering Techniques. The VoIP spam
detection framework discussed previously in this article can be compared with
some of the existing evidence based spam filtering approaches used in e-mail.
Table I presents a tabular qualitative comparison of the features and techniques
supported by different approaches.

5. EXPERIMENTAL RESULTS

VoIP deployment is still at its inception. No VoIP corpus exists for testing a de-
tection mechanism. So, to test our proposed VoIP spam-detection framework,
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Fig. 7. Comparing the total calls generated, generated spam calls and filtered calls. The VSD
continuously tries to catch up with generated spam.

we use randomly generated data for the network setup defined in Figure 1.
The end users in the call-generating domains and VSDdomain (the enterprise
network) are either real SIP IP phones or soft clients compliant with SIP RFC
[Rosenberg et al. 2002]. End users outside the VSDdomain use randomly gen-
erated usernames and IP addresses to form a “from” SIP URI. The end users
inside the VSDdomain (enterprise employees) can receive calls forwarded by the
VSD and also generate a call to a randomly selected user outside the VSDdomain.
The call-generation process uses a Bernoulli distribution. Calls are generated
with an average rate of 8 calls/minute. Neither the VSD nor the VSDdomain end
users have any knowledge of the call-generation process. A random subset of
users, hosts, and domains outside the VSDdomain are configured to be spam en-
tities before the start of experiments. We ran the experiments with six users
inside the VSDdomain and 40 users outside the VSDdomain. The VSDdomain is con-
figured to be a domain with five Class C networks. For a given user inside the
VSDdomain, Figure 7 compares the number of total calls and spam calls from all
users outside the VSDdomain, and the number of filtered calls by the VSD.

5.1 VSD Architecture: Collaboration between Different Filtering Techniques

In our architecture, filtering techniques employed at each stage of spam anal-
ysis include spam and legitimate signatures (black- and whitelists), trust, and
reputation of the calling party. While most current spam filters employ black-
listing as their sole means of stopping junk calls, blacklisting coupled with trust
and reputation inference techniques increases the filter accuracy as shown in
Figure 8. The figure presents the number of spam calls blocked using the three
stages of analysis. It can be observed that the number of spam calls blocked
using blacklisting, trust and reputation is approximately 97.16% compared to
4.25% if only blacklisting is implemented.

5.2 Accuracy of the Voice Spam Detector (VSD)

The VSD’s accuracy can be estimated by comparing the rate of spam with the
rate of filtered calls.
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Fig. 8. Spam calls blocked by VSD for different stages of analysis. Filter performance improves
significantly when the three stages (blacklisting, trust, and reputation inferences) are used collec-
tively to infer the spam behavior of incoming calls. Data for the plots include spam calls generated
by 40 users outside the VSDdomain to a user inside the VSDdomain.

Fig. 9. Spam detection accuracy increases with time. The number of filtered spam calls increase
with time as VSD learns the behavior of calling entities. This learned knowledge results in the
VSD filtering more and more spam until it catches up with the generated spam.

5.2.1 Accuracy during Learning Period. Initially, VSD has no knowledge
of spam but learns the callers’ behavior using feedback from the end users.
This learnt behavior is used for blocking spam calls. The number of spam calls
filtered by the VSD increases with time and, ultimately, tries to catch up with
the generated spam calls. Figure 9 presents the total number of spam and
filtered calls from all the callers to a particular user inside the VSDdomain. VSD
catches up with spammers during its learning period. After the learning period,
VSD has an accuracy of 97.6%, a false positive percentage of 0.4% with 2% of
spam calls forwarded to the end user (false negatives). After 16 time units
(Figure 9), the filter locks in with the spammers, thus, improving the accuracy
of detection.

Similar behavior of filter locking-in with a spammer for a given user inside
the VSDdomain can be observed in Figure 10.
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Fig. 10. Spam detection accuracy increases with time. The graph presents the learning period
for the user with respect to a particular caller outside the VSDdomain. Initially, spam calls are
forwarded, but the VSD learns the caller’s spam behavior during the learning period and starts to
filter the caller’s calls. All spam calls starting with the caller’s 3rd spam call are directly filtered.

Figure 10 depicts the VSDs accuracy during the lock-in period for an end
user inside the VSDdomain from a particular caller. It presents the learning pe-
riod when the spam calls are generated from that caller. For a caller who is
repeatedly spamming the end user, the filtered-calls curve catches up with the
spam-calls curve after the 3rd call, that is, the caller’s 3rd spam call is automat-
ically filtered. The rate of filtered calls from then on equals the rate of generated
spam calls, resulting in minimum false alarms (validating Corollary 1). Next,
we study the accuracy of the filter during the lock-in period.

5.2.2 Accuracy during Lock-In Period. After the learning period, the num-
ber of filtered calls will be close to the number of spam calls. During this time,
VSD may filter other calls (creating false positives) or may let the spam calls
reach their destination (false negatives).

Figure 11 is a magnified version of Figure 9 during the lock-in period. This
graph describes the rate of spam calls versus the rate of filtered calls from
all callers to a given user inside the VSDdomain during the lock-in period. At
any time, the difference between the spam and filtered calls provides the num-
ber of false alarms. Initially, the filter starts learning the spam behavior and,
therefore, fewer spam calls are filtered, resulting in false negatives. After con-
siderable learning, the rate of filtered calls will almost be equal to the rate of
spam calls. It is also possible that the VSD will filter more calls than the actual
generated spam calls in that time period resulting in false positives. This can
happen in a random setting because some non-spam users can accrue spam
behavior by sharing resources (e.g., hosts, domains) with the spammers.

5.2.3 Improving the Accuracy of VSD. Filtered calls are fewer than the
number of spam calls before lock-in because the VSDs knowledge regarding
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Fig. 11. Small number of false alarms after the learning period. VSD, after learning the caller’s
spam behavior, filters most of the spam. After the learning period, the calls filtered by VSD are
almost same as the spam calls but with very few false alarms (we say that the filter locks in with
the spammer).

Fig. 12. Small number of false alarms after the learning period. A false negative (spam classified
as legitimate) results in ringing the phone and a false positive (legitimate classified as spam) is
diverted to the voice mail box. In both cases, the VSD updates the history based on the end-user’s
feedback. The feedback can either be explicit feedback (when the end-user presses the spam button)
or implicit feedback (when the end-user calls back the caller). Hence, user feedback can be used to
reduce error and to keep false alarms to a minimum.

the spammers is insufficient. This is the period where false negatives appear.
This is represented by the false alarms curve below the x-axis as shown in
Figure 12. The curve tends to zero-in when the VSD has the complete history of
all the callers so that every spam call can be right away stopped. At times, it can
happen that some of the legitimate callers accrue spam behavior by using spam
resources (e.g., spam host, spam domain, etc.). Because of this, it is possible
that the filter blocks more calls than actual spam calls thereby creating false
positives represented by the error curve above the x-axis as shown in Figure 12.

In view of the above scenarios, we believe that in addition to using feedback
from the end user regarding false negatives (like a spam button), using feedback
about the false positives would prove to be equally effective for spam learning.
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This feedback mechanism is similar to e-mail where a filtered email is routed to
a junk-mail folder. Instead of directly blocking the filtered calls, the VSD would
forward the suspicious call to the user’s voice-mail box. The user would have
added flexibility of looking at the calls in his voice-mail box and reporting the
validity of the calls to the VSD. For example, the user could inform the VSD
that a call in the voice-mail box is legitimate. The VSD can then update the
legitimate history of that caller. This update can be a linear decrease in distrust
or complete spam history reset. In this article, we have used the linear decrease
in distrust update procedure. Alternatively, the user could also respond saying
that the call is a spam call or could immediately purge the call from the voice-
mail box. In this case, the VSD will implicitly understand that the call was
indeed spam and that the filter accurately judged the spam behavior of the
call. With this kind of end user response, the filter can reduce the number of
false positives. As a result, the curve in Figure 12 drops to the actual spam-call
curve. This process repeats and, eventually, the filter converges with the Zero
line locking-in closely with the spammers.

6. SENSITIVITY ANALYSIS

While considering the accuracy of the filter, it is important to analyze the im-
pact of the configuration parameters. In this article, we analyze the effect of
parameters such as spam volume and the network size on the filter’s accuracy.

6.1 Spam Volume versus Accuracy

Property 7. More the amount of spam, the easier it is to detect it.

We may receive more spam because of an increasing number of spammers
in the call-generating domains outside the VSDdomain (e.g., telemarketing com-
pany with huge employee base) or because the amount of traffic generated
by spammers is significantly higher than that of legitimate callers. We have
observed that for a given number of calls, the VSD takes less time to learn
spamming behavior when the volume of spam calls is high than when the num-
ber of spam calls is low. This relationship between spam volume and the VSD’s
spam-detection capability can be proved using an analytical model. For proving
this relation, two different percentages of spam (x% and y% of spam processed
by VSD such that x < y) can be individually substituted in Eq. (1) as shown
in A.4 of the Appendix. We further support the analytical model in A.4 of the
Appendix by presenting our experimental results for spam-detection capability
for varied amounts of spam. To measure this capability, we plot the rate of false
negatives for varying amounts of spam.

Figure 13 describes the plot for rate of false negatives versus the amount
of spam generated from the calling domain. As the amount of spam increases,
the number of false negatives decreases, that is, the filter’s spam-detection
capability increases. It can be inferred that the detection capability increases
with increasing spam encountered, but at the same time the filter shows as
much capability with a smaller percentage of spam when it has more time (more
calls) for learning. The detection capability based on the experimental results
can be compared with that of the analytical model. The detection capability
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Fig. 13. False negatives decrease when the VSD encounters more spam. The greater the number
of spammers among the users generating calls, the higher is the probability that the incoming call
is spam. Therefore, the chances that the VSD will filter the call are higher. This larger number of
spammers also reduces the chances that the VSD will forward the spam, that is, there are fewer
false negatives.

Fig. 14. Experimental Accuracy vs. Analytical Detection Capability with respect to amounts of
spam.

based on experimental results is directly derived from the false negative rate
shown in Figure 13. The detection capability based on an analytical model can
be obtained by substituting different values for Ni,s and Ni,v (such that the sum
of them is always a constant) for a call participant i for i = 1 · ·n in Eq. (1).

Figure 14 presents the plot for a comparison between the spam-detection
capability based on the analytical model and our experimental results. The
spam-detection capability based on experimental results shows similarity with
that of the analytical model. However, the increase in the spam-detection capa-
bility for larger amounts of spam might result in a few more false positives. This
increase can be represented by plotting the false positive rate using RoC curves
for two amounts of spam as shown in Figure 15. The figure represents the false
positive rate for 20% and 40% of spam in the total traffic processed by VSD. It
can be observed that as the amount of spam increases the false positive rate
increases. This happens in a random setting because as the number of spam-
mers increase, the percentage of non-spam or legitimate users decreases. Due
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Fig. 15. False positive rate for increasing amounts of spam. The more spammers within the do-
main, the more likely that valid calls are classified as spam (e.g., because the legitimate callers
share the domain or host with the spammers). This sharing results in non-spammers being blocked
at the filter resulting in false positives. Therefore, more the spam, the higher are the false positives.

to this, the legitimate users begin to accrue spam behavior by using resources
(e.g., host and domain etc.) used by the spammers. This results in the legitimate
users getting filtered at the VSD thus resulting in more false positives. Taking
into account the feedback about filtered calls as described in Section 5.2.3 can
reduce these false positives.

6.2 Network Size versus Accuracy

Another important parameter that can affect the filter’s accuracy is network
size. The users registering for VoIP services might have dynamic addresses be-
cause of the end hosts running the DHCP protocol. Because of this, every time
a user connects to the VoIP network, it might have a different Class B or Class
C network address (mostly a different Class C). In this event, the number of
available IP addresses in the address space greatly affects estimating the spam
behavior of the users in the network’s VoIP domain. For a smaller number of net-
works inside a VoIP domain, VoIP users have a more limited set of IP addresses
to use for connecting to the network. In this case, the behavior of a spammer hav-
ing an IP address within this address space can be learned more quickly than
is the case when the spammer is in a network with more available IP address
space. Catching a spammer who is within a large IP address space becomes
more difficult than in the case of a smaller IP address space. We validate this
by plotting the number of filtered calls by VSD from the same set of spammers
for two sizes of call-generating domains—5 and 10 Class C network domains.

6.2.1 Network Size versus Blocked or Filtered Calls. Figure 16 gives the
number of spam calls filtered for two different sizes of networks. For the same
set of spammers, the time taken by VSD for learning spam from a network size
of 10 Class “C” networks is higher when compared to time taken for a network
of size 5 Class “C” networks.
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Fig. 16. Spam calls filtered with increasing network size. For a same set of spammers distributed
across differently sized networks, VSD is more capable of differentiating spam for smaller-sized
networks than larger networks

Fig. 17. Blocked spam calls for increasing scalability on call generation. The detection capability
based on experimental analysis is similar to that of the analytical model.

The detection capability for network sizes based on the above experimental
results and analytical model can be plotted as shown in Figure 17.

Figure 17 shows the relationship between detection capability and network
size based on our analytical model and experimental results. The graph for the
analytical model is generated by assuming that a fixed number of spammers are
distributed over different network sizes. Due to this distribution, the amount of
spam varies for each unit of network size, that is, for the same set of spammers,
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Fig. 18. Increasing false negatives with increasing network size. The false negatives for small-
sized networks are fewer than those identified within larger-sized networks due to the smaller
number of spam calls at any given time.

the spam generated for each unit of network size (e.g., 1 Class “C” network)
in smaller-sized networks is higher when compared to the amount of spam
generated for each unit of network size in large-sized networks. Alternatively,
the detection capability based on experimental results is directly inferred from
the experimental results presented in Figure 16.

From Figure 16 and Figure 17, we note that, for a given time period and num-
ber of calls, spam detection is lower for large-sized networks when compared
to small-sized networks. However, spam detection is better even for large-sized
networks when the filter encounters large number of calls from spammers. In
any case, irrespective of the network size, VSD identifies spammers if it re-
ceives a sufficient number of calls from those spammers. This can be observed
in our daily life as well. It is easy to detect spam from telemarketers from the
same company when compared to the telemarketers spread across the country.

6.2.2 Network Size versus False Alarms. Here we consider the effect of
network size with respect to false alarms.

Figure 18 represents false negative rates for differing network sizes. As the
network size increases, VSD takes more time in learning the spam. We need
to note that the spam probability of an incoming call depends on the call par-
ticipants’ history. Due to a smaller number of spam calls in each unit-sized
networks (e.g., 1 Class C network), it is highly likely that most of the non-
spammers have created good will and a legitimate behavior. This will decrease
the spam-probability of an incoming call and allow spam to go through VSD.
Therefore, with an increasing network size, the allowed spam will increase, that
is, number of false negatives increases. We believe we can further reduce the
false negatives if we consider the experiences of other’s (i.e., neighbors) with
the caller. It is highly likely that if a set of users receive spam from a source,
the same source will spam other users in the same domain. So, integrating
domain-level knowledge can improve the performance of VSD.

6.3 Integrating Domain-Level Knowledge (We learn from others’ experiences)

It is frequently observed that spammers usually spam more than one user in
a domain. This is certainly true for broadcast spammers who spam all the
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users in a domain (e.g., multiple employees in the enterprise). For example, a
telemarketer would broadcast messages to many users in the domain. Nearly
all the recipients of the messages will consider them to be spam. VSD can
take advantage of this behavior to identify more spam calls A domain-level
database (e.g., stored in a proxy server located in the enterprise’s perimeter) can
be used for computing the distrust of incoming calls with respect to the callee’s
community. This domain-level distrust can then be used to either increase or
decrease the distrust perceived by the callee (Section 4.3.3). However, in few
cases, a callee might want to receive calls that others in the community have
categorized as spam. For example, a callee in search of mortgage rates may want
to receive broadcast calls about mortgages even though the calls are considered
to be spam by many other members in the callee’s community. In this case, the
customized filter options of the callee (e.g., whitelist) can allow reception of
calls of specific interest even when the domain-level spam analysis reports that
incoming call is spam. It is also possible that the callee might not have a prior
history of calls from such spammers. In this context, if the call is filtered and
directed to the callee’s voice-mail box, the callee can provide feedback telling
the VSD that the call is legitimate. This ensures that future calls from that
caller are directly forwarded. On the other hand, if the call is allowed through
to the callee and if the callee is interested in taking the call, the callee can
provide positive feedback about its legitimacy to the VDS and, thus, increase
the caller’s trust level relative to the callee.

Property 8. Trusting a caller depends on the social experience of the callee’s
community.

Upon receiving a call, if the callee doesn’t have a prior experience with the
caller, the callee can use the social experiences of neighbors to determine if a call
should be accepted. These neighbors constitute the callee’s community. Some
neighbors may have first-hand experience with the caller. This can be taken
advantage of for identifying spammers who make spam calls to more than one
member in the callee community. In this scenario, the distrust of the incoming
call with respect to all the members in the callee’s community is given by

Dd = f ({Nd
1,s, Nd

1,v}, {Nd
2,s, Nd

2,v}, {Nd
3,s, Nd

3,v}, . . . , {Nd
n,s, Nd

n,v}, NS , NV ),

where Nd
i,s and Nd

i,v represents the spaminess and legitimateness of call partici-
pant i with respect to all the users inside the VSDdomain, that is, callee’s commu-
nity (e.g., all enterprise employees). Simply, for m number of callee community
members, Nd

i,s = ∑m
k=1 Ni,swhere Ni,s is the spaminess of the call participant

i with respect to the community member k. Similarly, for m number of callee
community members, Nd

i,v = ∑m
k=1 Ni,v where Ni,v is the legitimateness of the

call participant i with respect to the community member k. However, Ni,s and
Ni,v may take different values when considered for different callees (community
members). In order to have a lighter notation, we avoided indexing Ni,s and Ni,v
by callee in the rest of the article, but Nd

i,s and Nd
i,v actually are

∑m
k=1 Nk

i,sand∑m
k=1 Nk

i,v respectively.
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Note. The above scenario assumes that each member of the callee’s commu-
nity is of equal importance to the callee. It is quite possible that the callee
himself has different trust relationships with each community member. In this
context, the callee may find it more useful to obtain recommendations from
all the community members. The callee can then weigh the recommendations
based on the trust relationships the callee holds with each member who has
responded to the request. The community feedback to callee “a” about caller “b”
can thus be represented by

T (a, b) = �(T (u1, b), T (u2, b), T (u3, b), . . . , T (um, b)),

where T (uk , b) for k = 1··m represents the trust of member uk towards caller“b”
The function � can be a simple weighted function as below.

T (a, b) = W1T (u1, b) + W2T (u2, b) + W3T (u3, b) + · · · + WmT (um, b),

such that W1 + W2 + W3 + . . . Wm = 1
The weight constants W1, W2, . . . .Wmrepresent the trust for the callee to-

wards each of the community members.

Property 9. The larger the community, the smaller the impact of an indi-
vidual.

The callee requests the neighbors about the trust values they associate with
a caller when the callee lacks first hand information about the caller. If the
set of callee’s neighbors who respond is large, the individual significance of
each recommendation decreases. On the other hand, if the set of neighbors who
respond to the request is small, the weighted response of each neighbor has a
more influential effect on the callee’s decisions.

6.3.1 Increase in Performance of VSD by Integrating Domain-Level Knowl-
edge. To measure the increase in performance of VSD by integrating domain
level knowledge, we ran the experiment for 1500 calls with six users in the
VSDdomain. VSD logs the spam and legitimate calls to all the callees inside the
VSDdomain. In addition to computing the callee specific distrust value, the VSD
also computes the call’s distrust with respect to the callee’s community. The
VSD then uses both the distrust values for inferring the spam behavior of the
call.

Figure 19 represents the increase in the accuracy during the learning period
by integrating domain knowledge for a user inside the VSDdomain. It can be seen
that by integrating the domain level spam information for distrust computation,
the increase in performance of the VSD is as high as 100% (Figure 19(a)). In
addition, as shown in Figure 19(b), a marked improvement is observed in the
false negative rate by integrating domain knowledge.

7. CONCLUSION

The problem of spam in VoIP networks has to be solved in real time, unlike
e-mail systems. Many of the techniques devised for e-mail spam detection rely
upon content analysis. But, in the case of VoIP, it is too late to analyze the media
(content) as the parties are already in communication. So, we need to stop the
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Fig. 19. Increase in filter accuracy by integrating domain level information. The broadcasting
mechanism followed by many spammers can be taken advantage of to block spam across the do-
main. Integrating this knowledge helps in identifying true spam and, therefore, in reducing false
negatives.

spam calls before the telephone rings. To meet this goal, we developed a five-
stage process for determining whether an incoming call is spam. These stages
include multivariable Bayesian analysis for computing and updating trust, and
Bayesian Networks for inferring reputation. The results from each stage are fed
back for collaboration between processes. In addition, we presented formalism
on how we computed and updated trust and reputation for use in VoIP spam
filtering. This formalism is based on human intuitive behavior in responding to
a received call and updating the trust and reputation based on one’s experience.
We have also verified our results using an experimental setup consisting of VoIP
soft clients, real IP phones, and a commercial-grade SIP proxy server. Due to
the unavailability of real VoIP calling patterns, we simulated random traffic
consisting of a set of users. Few of those users are preconfigured to be spammers.
Calls are generated among the users through the VSD and the spam filter (VSD)
analyzes each call going through it. From our observation of the logs, while the
spam filter directly filters the 2nd call from a spammer calling from the same
end host and domain, it needs a maximum of 3 spam calls to learn the behavior
when the spammer changes his host and domain associations’ that is, when
the spammer calls from a different host and domain. In the end, we presented
a detailed sensitivity analysis demonstrating the filter’s accuracy with respect
to important configuration parameters such as spam volume and network size.
Finally, to reduce the false alarms, we have presented a domain-based feedback
mechanism using knowledge about a caller drawn from the callee’s community.
Using our spam detection framework, we achieved an average performance of
96% in filtering VoIP spam calls. However, our proposed solution is not a single
bullet proof solution and can be used with other identity verification algorithms
for more optimum performance.

APPENDIX

A.1 Terminology

—A caller/calling party is a person/entity generating a call.
—A callee/called party is a person/entity receiving a call.
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—A call participant can be user, host, domain, proxy in the path, etc.
—Spaminess: Amount of spam behavior or the associated spam history. This is

given by the number of past spam calls.
—Legitimateness: Amount of valid behavior or the associated non-spam history.

This is given by number of past legitimate calls.
—n: Number of call participants in an incoming call. n ∈ N (set of natural

numbers).
—i: Refers to the ith call participant.
— NS : Total number of spam calls processed by VSD. NS ∈ N .
— NV : Total number of legitimate calls processed by VSD. NV ∈ N .
— Ni,s: Spaminess of a call participant i . Spaminess refers to the number of

spam calls of the participant. Ni,s ∈ N .
— Ni,v: Legitimateness of a call participant i. Legitimateness refers to the num-

ber of legitimate calls of the participant. Ni,v ∈ N .
—Ci: A call set of participant i. The call set Ci for participant i is given by

{Ni,s, Ni,v }.
—C: Set of call sets of all participants. C = {C1, C2, . . . , Cn}.
— Ni,B: Total calls from a participant i. Ni,B is the summation of spaminess and

legitimateness of the participant, that is, Ni,B = Ni,s + Ni,v . Ni,B ∈ N .
—m: Number of callee community members. m ∈ N
—uk : kth member in the callee’s community such that 1≤ k ≤ m and k ∈ N
— Nd

i,s: Spaminess (total spam calls) of a call participant i observed by callee’s
domain. The superscript “d” represents the domain-wide scope of i. Nd

i,s ∈ N .

— Nd
i,v: Legitimateness (total valid calls) of a call participant i observed by

callee’s domain. Nd
i,v ∈ N .

—Ti: Trust level of a call participant i. Ti ∈ [0 1].
—Ti,t : Trust level of a call participant i at timet . Ti,t ∈ [0 1].
—T : Trust of an incoming call. T ∈ [0 1].
— D: The distrust of an incoming call . D ∈ [0 1].
— Di: The distrust level of a call participant i. Di ∈ [0 1].
— Dd : The distrust of an incoming call observed by callee’s community. Dd ∈

[0 1] .
— NCF: Number of spam or valid calls that can move current distrust level DC

to a final distrust level DF . NCF ∈ N .
— R: Reputation of the calling party. R ∈ [0 1].
— pc: Spam probability of an incoming call based on trust and reputation. pc ∈

[0 1].
—Y : The callee’s tolerance (threshold) towards the spam behavior of the in-

coming call. Y ∈ [0 1].
— F : Forward or Filter decision. This decision F can be simple Boolean

function resulting in True (filter the call) or False (forward the call). F ∈
{True, False}.
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A.2 Probabilistic Model for Computing the Probability of the Call to be Spam
using Naı̈ve Bayesian

Given an instance M for the incoming call and values of n1, n2, n3, . . . , nn to the
feature variables, the probability of the instance M to have a classification CL
can be computed using Bayes theorem.

P (CL = clk|M = n) = P (CL = clk)P (M = n|CL = clk)
P (M = n)

.

Using a Naı̈ve Bayesian classifier [Good 1965; Sahami et al. 1998] that as-
sumes that every feature is conditionally independent of all other features, we
have

P (M = n|CL = clk) =
n∏

i=1

P (Mi = ni|CL = clk)

Therefore,

P (CL = clk|M = n) = P (CL = clk)
∏n

i=1 P (Mi = ni|CL = clk)
P (M = n)

.

From Bayes theorem, we also have

P (M = n) =
∑

k

P (M = n|CL = clk)P (CL = clk)

for k different classifications of the instance M .
Therefore,

P (CL = clk|M = n) = P (CL = clk)
∏n

i=1 P (Mi = ni|CL = clk)∑
k P (M = n|CL = clk)P (CL = clk)

We use the above Naı̈ve Bayesian Probabilistic model for inferring spam be-
havior of incoming calls. The model is used for classifying the incoming call
instance into two different classifications of call being spam or the call being
legitimate.

For this, we define the features of call instance to be the calling user, calling
host and call-generating domain. Each of the above call features is independent
to others.

From the above equation, the probability of the call being classified as spam
is given by

P (CL = spam|M = n) = P (CL = spam)
∏n

i=1 P (Mi = ni|CL = spam)∑
ck∈{spam, legitimate} P (M = n|CL = clk)P (CL = clk)

,

P (CL = spam|M = n) = P (CL = spam)
∏n

i=1 P (Mi = ni|CL = spam)
P (CL = spam)

∏n
i=1 P (Mi = ni|CL = spam)

+P (CL = legitimate)
∏n

i=1 P (Mi = ni|CL = legitimate)
(13)

Each term in the above equation can be computed by logging the feedback
from all the called parties for all the forwarded calls to them. In the above
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equation, P (CL = spam) represents the probability of spam calls processed by
the VSD and it can be estimated from the logged history, that is,

P (CL = spam) = Total spam calls
Total spam calls + Total legitimate calls

= NS

NS + NV

where NS and NV represent the total number of spam and legitimate calls seen
before.
Similarly,

P (CL = legitimate) = Total legitimate calls
Total spam calls + Total legitimate calls

= NV

NS + NV
.

However, for negligible NS compared to NV (i.e., when the number of ob-
served previous spam calls is negligible compared to legitimate calls), we have
P(CL = legitimate)→ 1. In this case, every incoming call would be initialized
to a high legitimate probability when substituted in Eq. (13). Therefore, in this
context, few spam calls go unnoticed resulting in false negatives.

Similarly, for a negligible NV compared to NS , (i.e., when the number of
observed previous legitimate calls is negligible compared to spam calls), we
have P(CL = spam)→ 1. In this case, every incoming call would be initialized to
a high spam probability when substituted in Eq. (13). In this context, legitimate
calls get filtered at the spam filter.

Therefore, to reduce the influence of above two terms in call classification, we
compute those terms based only on the histories of the participating entities of
the call such as the calling user, calling host and call-generating domain, that
is,

P (CL = spam) = Total spam calls from call participants
Total spam calls

from call participants + Total legitimate calls from
call participants

and

P (CL = legitimate) = Total legitimate calls from call participants
Total spam calls

from call participants + Total legitimate calls from
call participants

that is,

P (CL = spam) =
∑n

i=1 Ni,s∑n
i=1 Ni,s + Ni,v

and

P (CL = legitimate) =
∑n

i=1 Ni,v∑n
i=1 Ni,s + Ni,v

Also,

Probability for a call participant ni to be spam
= P (Mi = ni| CL = spam) = Ni,s

Ni,s+Ni,v
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And probability for a call participant ni to be legitimate
= P (Mi = ni| C = legitimate) = Ni,v

Ni,s+Ni,v

Therefore,

P (CL = spam|M = n)

=
( ∑n

i=1 Ni,s∑n
i=1 (Ni,s+Ni,v)

) ∏n
i=1

Ni,s
Ni,s+Ni,v( ∑n

i=1 Ni,s∑n
i=1 (Ni,s+Ni,v)

) ∏n
i=1

Ni,s
Ni,s+Ni,v

+
( ∑n

i=1 Ni,v∑n
i=1 (Ni,s+Ni,v)

) ∏n
i=1

Ni,v
Ni,s+Ni,v

.

A.3. Bayesian Network Probabilistic Model for Deriving Reputation Information

A Bayesian network is a graphical model for showing probabilistic relationships
among a set of variables in a Directed Acyclic Graph (DAG). A Directed Acylic
Graph contains a set of nodes and directed links between them where each node
is a variable and the links connecting two nodes in a DAG are the dependencies
existing between those two variables. For an n node graph represented by n
random variables V1, V2, V3, . . . , Vn, the probability distribution function would
be equal to

P (V1, V2, . . . , Vn) = P (V1)P (V2|V1) · · · P (Vn|V1 · ·Vn−1).

However, the values of a node are conditioned only on its parents
Therefore,

P (V1, V2, . . . , Vn) =
n∏

i=1

P (Vi/parents(Vi)),

where every joint probabilityP (Vi|Vj ) can be expanded into sum of two joint
probabilities to include the parent of a variable and can be shown as

P (Vi|Vj ) = P (Vi, Vk|Vj ) + P (Vi, ∼ Vk|Vj )

for parent node Vk of node Vi and i, j , k ∈ 1 · ·n
A conditionalized version of chain rule is given by

P (Vi, Vk|Vj ) = P (Vi|Vk , Vj )P (Vk|Vj ) for i, j , k ∈ 1 · ·n
The above chain rule can be used for deducing the posterior probability of

a random variable for observed evidence. If P (Vi) for i = 1 · ·n represents
the previous subjective belief of a variable Vi, then P (Vi|V j ) represents the
posterior probability of Vi for an observed evidence at Vj that is, the observed
evidence at node represented by variable Vj can be propagated throughout the
graph by computing P (Vi|V j ) for i = j and i, j ∈ 1 · ·n.

For a given directed graph represented in Figure 20, assume that the nodes
represent the proxy nodes of domains that help in routing the call. Calls are
generated from different users in different domains to an end user in the domain
X 1 for which VSD acts as a spam filtering device. Assume P (X i) represents the
reputation (initial subjective belief) of domain X i for i = 2 · ·4 with respect to
the VSD. Each value P (X i) for i = 2 · ·4 ranges between 0 and 1.
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Fig. 20. Network topology graph of domain proxies.

Assumptions. The random variables associated with these proxy nodes are
independent. The reputation of a given domain X i for i = 1 · · 4 does not depend
on the reputation of other domain X j for j = 1 · · 4 and i = j .

For observed evidence that a call from domain X 4 to X 1 is spam (when the end
user gives a feedback to the VSD that the received call is spam), the updated
reputation of domain X 4 with respect to VSD can be inferred by P (X 1|X4).
Using the conditionalized version of chain rule,

P (X 1|X 4) = P (X 1, X 2|X 4) + P (X 1, ∼ X 2|X 4)
= P (X 1|X 2)P (X 2|X 4) + P (X 1| ∼ X 2)P (∼ X 2|X 4),

where

P (X 1|X 2) = P (X 1, X 3|X 2) + P (X 1, ∼ X 3|X 2) = P (X 1|X 2, X 3)P (X 3)
+P (X 1|X 2∼ X 3)P (∼ X 3)

P (X 1| ∼ X 2) = P (X 1, X 3| ∼ X 2) + P (X 1, ∼ X 3| ∼ X 2)
= P (X 1| ∼ X 2, X 3)P (X 3) + P (X 1| ∼ X 2, ∼ X 3)P (∼ X 3) and

P (X 3) = P (X 3, X 4) + P (X 3, ∼ X 4) = P (X 3|X 4)P (X 4)
+P (X 3| ∼ X 4)P (∼ X 4).

Solving the above equations gives the updated reputation P (X 1|X 4) of do-
main proxy X 4.

A.4. Analytical Model for Deriving the Relation between the Amount of Spam and
Spam Detection Capability

To determine the relationship between the spam detection capability for vary-
ing amounts of spam, assume that the filter processes x% and y% of spam in
a given time t. Assume that in both the cases the filter processes a total of “t”
calls. Assume also that x < y .

Now, for a call with n call participants, the distrust D is given by

D =
( ∑n

i=1 Ni,s∑n
i=1 (Ni,s+Ni,v)

) ∏n
i=1

(
Ni,s

Ni,s+Ni,s

)
( ∑n

i=1 Ni,s∑n
i=1 (Ni,s+Ni,v)

) ∏n
i=1

(
Ni,s

Ni,s+Ni,s

)
+

( ∑n
i=1 Ni,v∑n

i=1 (Ni,s+Ni,v)

) ∏n
i=1

(
Ni,v

Ni,s+Ni,s

)
from Eq. (1)

For both the amounts of spam, the factors
n∏

i=1

Ni,s

Ni,s + Ni,v
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and
n∏

i=1

Ni,v

Ni,s + Ni,v

are constant as these two factors depend upon the spaminess and legitimate-
ness of individual call participants rather than the number of spam and legiti-
mate calls processed by the spam filter.

Therefore, for x% of spam, distrust D is given by x.a
x.a+(t−x)b , where( ∑n

i=1 Ni,s∑n
i=1 (Ni,s + Ni,v)

)
= x

(i.e, x% of calls are spam calls among the total calls), and a, b are assumed to
n∏

i=1

Ni,s

Ni,s + Ni,v

and
n∏

i=1

Ni,v

Ni,s + Ni,v

respectively. Similarly for y% of spam, the distrust is given by y .a
y .a+(t− y)b since( ∑n

i=1 Ni,s∑n
i=1 (Ni,s + Ni,v)

)
= y

(i.e., y% of calls are spam calls), and a, b are same as above
Now,

x.a
x.a + (t − x)b

<
y .a

y .a + (t − y)b
⇒ x ya + xb(t − y) < x ya + yb(t − x)
⇒ x(t − y) < y(t − x)
⇒ x < y

Conversely, if x < y , then
x.a

x.a + (t − x)b
<

y .a
y .a + (t − y)b

,

that is, the distrust for a call for less previously observed spam (x%) by the VSD
is less than distrust for the call for more previously observed spam ( y%). It is
easy to filter out spam calls with more spam behavior or distrust than the one’s
with less spam behavior. As x < y , therefore, it can be understood that more
the amount of spam, easier to detect it.
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