
REVIEW ARTICLE

Identification of leaders, lurkers, associates and spammers
in a social network: context-dependent and context-independent
approaches

Mohamed Fazeen • Ram Dantu •

Parthasarathy Guturu

Received: 4 August 2010 / Accepted: 6 January 2011 / Published online: 15 February 2011

� Springer-Verlag 2011

Abstract In this paper, we present two methods for

classification of different social network actors (individuals

or organizations) such as leaders (e.g., news groups),

lurkers, spammers and close associates. The first method is

a two-stage process with a fuzzy-set theoretic (FST)

approach to evaluation of the strengths of network links (or

equivalently, actor-actor relationships) followed by a sim-

ple linear classifier to separate the actor classes. Since this

method uses a lot of contextual information including actor

profiles, actor-actor tweet and reply frequencies, it may be

termed as a context-dependent approach. To handle the

situation of limited availability of actor data for learning

network link strengths, we also present a second method

that performs actor classification by matching their short-

term (say, roughly 25 days) tweet patterns with the generic

tweet patterns of the prototype actors of different classes.

Since little contextual information is used here, this can be

called a context-independent approach. Our experimenta-

tion with over 500 randomly sampled records from a

twitter database consists of 441,234 actors, 2,045,804 links,

6,481,900 tweets, and 2,312,927 total reply messages

indicates that, in the context-independent analysis, a mul-

tilayer perceptron outperforms on both on classification

accuracy and a new F-measure for classification perfor-

mance, the Bayes classifier and Random Forest classifiers.

However, as expected, the context-dependent analysis

using link strengths evaluated using the FST approach in

conjunction with some actor information reveals strong

clustering of actor data based on their types, and hence can

be considered as a superior approach when data available

for training the system is abundant.

Keywords Context dependent and context independent
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1 Introduction

Recent years have witnessed a proliferation of social net-

works with popular applications such as Twitter, Flickr,

YouTube, LiveJournal, Orkut, and Facebook. These net-

works are poised for further growth with emerging appli-

cations such as social television (TV) (Klym and Montpetit

2008) to share our thoughts with family and friends while

watching TV alone at home. With this rapid pace of growth

in social networks (SN), there has also been a growing

interest in the Internet research community in the SN anal-

ysis to address various aspects of social networking. Wu and

Zhou (2009) perform SN analysis using Del.icio.us, a free

SN bookmarking web service that permits actors to tag each

one of their bookmarks with freely chosen index items. They

have shown that the patterns of actors’ tagging can be

detected by visualizing the actors’ tagging behaviors and

tag’s evolution. They also established that the actors within a
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subscription network share more common interests than

random pairs of actors in Del.icio.us. Using a large dataset

containing 11.3 million actors and 328 million links from

multiple online SNs namely Flickr, YouTube, LiveJournal,

and Orkut (Mislove et al. 2007) develop a large-scale mea-

surement procedure to analyze the structure of multiple

online social networks, and find significant structural dif-

ferences between the SNs and previously studied networks,

particularly the Web. SNs have a much higher fraction of

symmetric links and exhibit much higher levels of local

clustering. These properties may be used to design effective

SN algorithms and applications. For an analytical study on

information dissemination in large-scale SNs (Cha et al.

2009) use the data including 11 million photographs from

favorite markings of 2.5 million actors on the Flickr to

address the following questions: (a) how widely does

information propagate in the SN? (b) How quickly does

information propagate? (c) What is the role of word-of-

mouth exchanges between friends in the overall propagation

of information in the network? Results of their analysis

indicate that: (a) even in case of popular photographs,

information does not spread widely throughout the network,

(b) it spreads slowly, and (c) information exchange between

friends accounts for over 50% of all favorite markings, and it

incurs a significant delay at each hop.

Since the current work is on SN analysis, it is better

presented in the context of relevant literature. Hence, we

present in Sect. 2 a survey of relevant SN literature with

particular emphasis on the past work on ‘social’ dimen-

sions of social networks, the nature of social exchange

between humans, measurements of ‘relationships’

(including works on the ‘tie’ strength and prestige mea-

surement), evolution over time of network structures of

exchange, and the limitations inherent in large scale SN

datasets. Organization of the rest of the paper is as follows.

Section 3 presents our approach to context-dependent

classification of twitter actors. In Sect. 4, we outline a

context-independent classification approach to handle sit-

uations where sufficient information regarding twitter

actors under consideration is lacking. Details of experi-

mentation and results are presented in Sect. 5. Finally,

summary and conclusions are presented in Sect. 6.

2 Related work

SN analysis can be categorized into two groups: (a) qualita-

tive analysis, and (b) quantitative analysis. The early works

by Berkowitz (1982) and Scott (1992) on qualitative SN

analysis focus on patterns of relations among people, states,

organizations, etc. (Garton et al. 1997) define ties as multi-

stranded relationships in an SN, present two views—ego-

centric and whole network views—of the SNs, and discuss

various SN issues such as network characteristics, parti-

tioning, hierarchical organization, and positional analysis.

They also discuss how to collect and analyze SN data, but

this work may still be classified as a qualitative analysis,

because no results of explicit data analysis are presented. In

their seminal work on SN ties, McPherson et al. (2001)

explore the concept of homophily or the bondage between

similar types of people, and present a study on how hom-

ophily structures SN ties of every type including marriage,

friendship, co-membership, work, information exchange,

etc., and limits people’s social worlds with respect the

information exchange, mutual interactions, and formation of

attitudes. They discuss various sociodemographic dimen-

sions of homophily (e.g. race, ethnicity, sex, age, religion,

education, etc.), and indicate using prior research by others

that education, occupational prestige, and social classes are

roughly at the same level of homophily as religion and sex.

They argue for more research on (a) ecological processes for

the basic ecological processes linking organizations, asso-

ciations, cultural groups and many other social forms, (b) the

impact of multiple relationships on homophily, and (c) the

dynamics of network change over time as the SNs and the

social entities co-evolve. Watts et al. (2002), in their influ-

ential paper in science, present an SN model based upon

plausible social structures, and explain how the quick search

of target SN entities can be achieved because of hierarchical

partitioning of SNs due to the network ties and identities of

individuals in an SN. The identities, as per their definition,

are the sets of characteristics attributed to the individuals by

themselves and others by virtue of their association in an SN.

The block-modeling method for quantitative SN analy-

sis that inductively uncovers underlying role structures

such as similarity of positions in an organization, co-

membership of a community or association, etc. by juxta-

posing multiple indicators of relationships in analytic

matrices was introduced around 35 years ago by White

et al. (1976). But it was well developed more recently by

Wasserman and Faust (1994). In a later work, Wasserman

and Pattison (1996) propose a large class of generalized

stochastic block models for investigation of the structure of

SNs, and show how approximate model fits are obtained

using the estimation strategy of Strauss and Ikeda (1990).

In one of the earlier works on ‘‘tie’’ measurement for

quantitative SN analysis, Marsden and Campbell (1984)

apply multiple indicator techniques to construct and vali-

date measures of tie strength. They consider two distinct

aspects of tie strength (a) time spent in a relationship, and

(b) depth of the relationship. They find that a measure of

‘‘closeness’’ or intensity is the best indicator of strength,

but they have difficulty in using frequency and duration of

contact as indicators of strength. In a recent work, Onnela

et al. (2007) propose methods for estimation of structure

and tie strengths in mobile social networks.
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In a work on SN content analysis, Mathioudakis et al.

(2010) employ ISIS, a general stochastic model (with a set

of sequential statistical tests) for Interacting Streaming

Information Sources, to identify items that gather a higher

attention in social media. In a similar application context,

Cheong and Lee (2009) identify messages dealing with the

trending topics or special events in an SN using visuali-

zation techniques and artificial intelligence-based data

mining methods.

Evolution of social networks has gained the attention of

many SN researchers recently. In their book, Dorein and

Sockman (1997) consolidate the research on SN dynamics

and evolution scattered over different journals and books.

They present four simulational studies, three empirical

studies, and two statistical discussions for evolution of SN

structure, which is defined as a set of social actors with a

social relationship among them. In a recent paper, Kossi-

nets and Watts (2006) present an empirical study of an

evolving social network comprising 43,553 students, fac-

ulty, and staff at a large university. They indicate that, in

the absence of global perturbations, average network

properties approach an equilibrium state, whereas indi-

vidual properties are unstable. In the latest work on SN

evolution, Kumar et al. (2010) consider the evolution of

structure in large scale online social networks using a series

of measurements on two real networks–one with the friend

relation within the Flickr photo sharing application and the

other from Yahoo!’s 360 social network.

In the context of new challenges in this field related to

privacy, background knowledge, and data utility, many

researchers address the anonymization (actor identity sup-

pression) problem. Zhou et al. (2009) present a short but

systematic review of the existing anonymization tech-

niques for privacy preserving publishing of social network

data. Considering trust between actors in a social network

as a parameter similar to the reputation of a specified actor

rather than a quantification of preference and profile mat-

ches between actors, Kim and Han (2009) propose a fuzzy

logic-based system to compute the trust values for indi-

vidual actors in an SN by propagation and aggregation

through the network the trust values provided on a scale of

0–10 by the actors about the other directly connected

(hence well known) actors. Lin et al. (2007) address the

problem of detection of spam among blogs, the SN media

similar to a micro blogger like Twitter, but with more

capability. The authors basically identify the spammers

from the repetitive temporal regularity of contents and

consistent linking patterns. The temporal regularity, in turn,

is measured using the entropy of the ‘‘blog post time’’

difference distribution. Experimental results indicate that a

high accuracy of 90% in spam blog detection can be

achieved by their method. Weng et al. (2010) address the

problem of identification of influential actors in twitter

using an improved page-ranking system called Twitter-

Rank based on the concept of homophily, the tendency of

individuals to associate and link with similar others, or

those with similar topics of interests.

Finally, the problem of large scale data sets in classifi-

cation of SN actors is actually an inherent problem asso-

ciated with the pattern recognition (PR) methods. If the

dimensionality of the pattern vectors is large, the PR sys-

tem suffers from what is called by Bellman (1957) as curse

of dimensionality. In this case, the pattern samples avail-

able for training the system turn out to be very sparse in a

higher dimensional space, and hence become insufficient

for accurate training of the classifiers. Thus, higher the

pattern vector dimensionality necessitates much higher

availability of training samples. Large datasets are not only

difficult to procure but also pose computational problems

and consequently may need some sophisticated parallel and

distributed processing algorithms.

In the context of the above-referenced research, the

current work may be considered as a quantitative SN

analysis. As a step towards addressing the problem of SN

privacy, we present the classification algorithms for the

problem of identification of types of actors (individuals or

organization) in a twitter network. We categorize the

twitter actors into four types: (a) leaders (those like the

news groups, who start tweeting, but do not follow any one

there after, though they could have many followers),

(b) Lurkers, who are generally inactive, but occasionally

follow some tweets, (c) spammers, the unwanted tweeters,

also called as twammers, and (d) close associates, includ-

ing friends, family members, relatives, colleagues, etc.

Two classification approaches have been proposed here to

address this problem: (a) context-dependent classification

for situations where an abundant amount of tweet data is

available; here, we employ a fuzzy classification scheme in

contrast to the stochastic estimation methods in the above-

referenced literature, and (b) context-independent classifi-

cation (based on the actor tweet patterns) that is suitable

when enough information is not available about the net-

work context.

3 Context-dependent classification of twitter actors

Social networks are formed by social groups of people that

are linked by social bond or relationship. In a group, one

can follow another or one can be followed by the other. In

the twitter jargon, those two types of individuals are called

followers and followees, respectively. Unlike in the case of

emails, the mutual relationships between individuals/

groups in the twitter network can be tracked by monitoring

the tweets. Even though it is possible to compile email

message and response pairs, the sparseness of data there
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makes it difficult to estimate the strength of relationship

between the corresponding individuals. In the twitter

(generally, SN) domain, on the other hand, it is possible to

estimate the SN link (relationship) strengths using the

followee–follower message statistics. At a gross level, it

can be said that better the mutual communication, higher

the link (relationship) strength. Further, if the link between

two individuals is stronger, it is unlikely that either of them

is a twammer.

Since most of the tweets occur between close associates,

the twitter data for this group is generally overabundant

compared to the other three groups, and this data imbalance

poses problems for an identification of the actors, partic-

ularly those belonging to sparsely populated classes.

Hence, we follow a two-stage process. In the first stage, we

estimate the strength of links in the social network and

eliminate a large number of actors with strong social bond

(or link strength) because they naturally classify into the

group of close associates. Then, in the second stage, we

perform a linear classification of the four actor types

mentioned in Sect. 1, using number of tweets and the fol-

lowee–follower ratio as two features considering only those

tweeters with weak link strength (less than 15% of maxi-

mum strength) between them.

For a good estimation of the link strengths, we make use

of the fact that compared to an SN representation as a

simple graph with nodes and links as shown in Fig. 1a, its

representation as a graph with weighted links as in Fig. 1b

provides better insights into not only the twitter spam

identification problem but also various other SN problems.

However, since the relationship strength depends upon a

vague concept such as the ‘‘keenness’’ of the followers, we

consider the fuzzy logic approach as the most appropriate

method compared to other competing approaches for

estimation of the relationship (link) strength. Furthermore,

the 100% classification accuracy obtained with a linear

classification scheme following this FST link strength

estimation approach obviated the need for testing with

other competing computational intelligence paradigms.

Consequently, in the current experimentation, we focus

exclusively on the fuzzy methodology, and do the imple-

mentation using jFuzzyLogic (Cingolani 2010), an open

source code in the Java language for the fuzzy control

language (FCL) defined by the International Electrotech-

nical commission (IEC)’s standard 1131-7 (Commission

1997). Three parameters ‘‘Reply Message Percentage’’,

‘‘Common Follower Percentage’’, and ‘‘Normalized Mean

Reply Delay’’ have been considered as indicators of the

keenness with which a tweeter is followed, and hence used

to constitute the input set of our system depicted in Fig. 2.

Percentage of reply messages among the total messages

and the promptness (or inversely the delay) with which a

actor responds are obviously indicators of the actor keen-

ness in following a conversation. Similarly, since common

followers of the tweeters on either side of a link suggest a

sharing of similar ideas or topic of interests between the

tweeters, percentage of common followers among the total

tweeter population is a good indicator of relationship

strength. To bring the ‘‘mean reply delay’’ parameter into

the range [0 100] just like the other two, we normalized it

with a scaling factor that sets the maximum delay to 100.

The fuzzifier module of the system performs fuzzy quan-

tification of each one of the 3 inputs into 5 levels (linguistic

terms/values)–very low (VL), low (L), medium (M), high

(H), and very high (VH), and determines for each input

parameter the membership values in each category (level)

based on the parameter distributions for each level that are

pre-configured at the time of system setup. The fuzzy logic

Fig. 1 Two graphical views of

a social network
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(rule base) processes the fuzzy inputs (level-membership

tuples for the three input parameters) generated by the

fuzzifier and generates a fuzzy output (level-membership

tuple) for the relation (link) strength. The rule base itself is

generated using a meta-rule (implemented in Java) that

assigns integer values 0 through 4 for the linguistic terms

VL though VH, respectively, and maps each input term

triplet onto an output term. Specifically, the output lin-

guistic variable will assume the values VL, L, M, H, VH

for values of S, the sum of the integer values corresponding

to the three input linguistic terms, in the ranges 0 B S B

2, 2 \ S B 4, 4 \ S B 7, 7 \ S B 9, 9 \ S B 12, respec-

tively. In Table 1, we present 5 typical rules among the

total 125 rules (for 3 input variable each with 5 possible

linguistic values). The output linguistic values depend on

the rules that are fired and the membership value of the

output is determined by aggregating the membership val-

ues from the input level-membership tuples of the corre-

sponding rule. Since the input variables can be members of

different categories (levels) with different membership

values, multiple rules could fire and yield multiple output

level-membership tuples, which are finally mapped onto a

real number by the defuzzifier. The defuzzifier is pre-

configured to use the well known center of gravity method

for generating the crisp output (real number) from the

linguistic term-membership tuples.

The jFuzzyLogic software facilitates the actors to define

the input/output parameter distributions for each one of the

linguistic classes (terms) for determination of the class

membership values based on the parameter values. For

these distributions, it is possible to use either standard

functions such the Gaussian or sigmoid or custom func-

tions. We have used mostly Gaussian functions except for

the fringe VL and VH classes for the inputs where we used

sigmoids. The Gaussian function for the linguistic classes

in the middle (L, M and H) was chosen so as to provide an

overlap with the classes on either side. However, for the

VL and VH classes, only a function that provides an

overlap with either L or H is required, and hence we chose

sigmoids, which look like leading or trailing portions of

Gaussians. Table 2 gives the functions chosen for each one

of the inputs and output, and the five linguistic classes. In

this table, G represents the Gaussian distribution, and S, the

sigmoid. For the Gaussian function, the two parameters

represent mean and for the Sigmoid function, the two

parameters are the gain and center, respectively. The dis-

tribution selection and parameter tuning is done by repe-

ated trails to get a smooth and gradually increasing output.

Fig. 2 Proposed fuzzy system

architecture for link

(relationship) strength

evaluation

Table 1 Sample rules of the fuzzy rule base

No. Rule

1 IF replies IS VL AND common_followers IS VL AND mean_reply_time IS VL THEN rel_strength IS VL

5 IF replies IS VL AND common_followers IS VL AND mean_reply_time IS VH THEN rel_strength IS L

10 IF replies IS VL AND common_followers IS L AND mean_reply_time IS VH THEN rel_strength IS M

25 IF replies IS VL AND common_followers IS VH AND mean_reply_time IS VH THEN rel_strength IS H

75 IF replies IS M AND common_followers IS VH AND mean_reply_time IS VH THEN rel_strength IS VH
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Figure 3 depicts the membership functions for the 3 inputs

and 1 output. It may noted here that though some graphs

extended for the values the parameters beyond the range

[0 100], the membership values are computed only for

values within the range.

4 Context-independent classification of twitter actors

Oftentimes, extensive contextual information for the esti-

mation of the relationship between two tweeters is not

available. Particularly, the twammers (or tweet spammers)

catch us by surprise thereby rendering the approach

detailed in Sect. 3 useless. Hence, we propose in this sec-

tion an approach for actor (tweeter) type detection simply

based on the generic tweeting patterns of the tweeters

belonging to different tweeter classes. This approach

derives support from the empirical evidence about the

distinctive nature of the tweet patterns collected from dif-

ferent types of tweeters. Figure 4 depicts the sample

10-day tweet patterns from our twitter database that are

developed by a procedure described in the following

Table 2 Membership distribution functions for the input and output variables

Fuzzy sets ? crisp inputs/output; VL L M H VH

Input 1: Reply message % S (-2, 1) G (4, 1) G (7, 3) G (12, 3) S (0.1, 55)

Input 2: Com. follower % S (-2, 1) G (2, 1) G (4, 1) G (8, 2) S (0.1, 55)

Input 3: Mean reply time S (-0.3, 25) G (50, 10) G (75, 5) G (95, 2) S (4, 100)

Output: Rel. strength G (0, 15) G (25, 10) G (50, 10) G (75, 10) G (100, 15)

Com. follower common follower, rel. strength relational strength

Fig. 3 Membership functions

for various linguistic classes of

the 3 input and 1 output variable
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Fig. 4 Tweet patterns of the

three different classes of

tweeters (though actual time

series patterns extend over a

period of 25–28 days, they have

been truncated to 10 days here

because periodicity is not

visible on a compressed scale)
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section on experimental results. The tweet pattern shown in

Fig. 4a is that of a normal tweeter, who could be a friend,

colleague, or family member, and hence does not show

much periodicity. The pattern shown in Fig. 4b is that of a

spammer with actor name ‘‘la_hora,’’ who spams from a

bot named ‘‘Ya son las 02:50!’’. It is worth noting the

periodic nature of the pattern with no distinction between

day time and night time segments. When the tweet mes-

sages are analyzed most of them turn out to be similar and

meaningless. Tweeting occurs every 10 min, and hence

nearly a constant number of messages are generated each

day. Finally, the patern in Fig. 4c is that of a news blogger

with actor-ID ‘‘spitsnet.’’ We verify that this person is a

news blogger by following the links. Further evidence

comes from our observation that this person tweets in the

dutch, and Sp!ts(pronounced Spits), according to Wikipe-

dia (2010), is a tabloid format newspaper freely distributed

in trains, trams and buses in the Netherlands. It is inter-

esting to notice that this pattern resembles a harmonic

series with a very low number of tweets in the midnight

and a high number during the day time. Thus, it is possible

to attempt the same tweeter classification problem using a

context-independent approach of matching an unknown

tweet pattern with the prototypes (or the labeled samples)

from different classes. The actor classes we consider here

are the leaders (e.g. the news blogger), spammers, and

associates. Since it is difficult to identify lurkers with

sparsely available data, we consider only a three-class

problem that excludes this class in our context-independent

approach.

For email spam detection, the statistical Bayesian

approach has been very popular, and is found to be effec-

tive. In a typical work in the Bayesian framework, Ma

et al. (2009) used a technique called ‘‘Negative Selection’’

to detect spam email without any prior knowledge about

the spam emails. Yeh and Chiang (2009) carry out a re-

evaluation on the Bayesian filter for email spam detection,

and find that though it yields high accuracy on plain text

email messages, it is not as effective with modern emails

with multimedia content and message encoding. They

suggest the use of a scheme combining different spam

detection strategies. Thus, it may be seen that both the

Bayes and MLP classifiers are competitive at least for the

email spam detection problem. Hence, these two classifi-

cations tools have been considered for our investigations

into the problem of actor type detection based on the tweet

patterns. We have included in this repertoire of classifica-

tion tools, the Random Forest method developed by Brei-

man (2001).

In the Bayes approach, PðCijXÞ, the probability of a

given tweet pattern vector X (formed by the time samples

over a specific period of tweet frequencies) belonging to a

pattern class Ci 2 fAssociate; Spammer; Leaderg is given

by:

PðCijXÞ ¼
PðXjCiÞ:PðCiÞ

PðXÞ

¼ PðX1;X2; . . .;XnjCiÞ:PðCiÞ
PðX1;X2; . . .;XnÞ

¼
Qn

j¼1 PðXjjCiÞ:PðCiÞ
PðX1;X2; . . .;XnÞ

ð1Þ

In the above fX1;X2; ;Xng are the components of the

pattern vector X ;PðCiÞ is the a priori probability of the

class Ci, and PðXÞ ¼ PðX1;X2; . . .;XnÞ is the probability of

the sample vector. The third line in the above equation is a

consequence of the assumption that the components of X
are conditionally independent; a Bayes classifier using this

assumption is termed as a naive Bayes classifier. Now,

since PðX1;X2; . . .;XnÞ does not depend upon the chosen

class, the Bayes classification algorithm boils down to

assignment of the pattern vector X to the class Ci for which

PðCiÞ:
Qn

j¼1 PðXjjCiÞ is maximum. For this computation, it

may be assumed that PðXjjCiÞ conforms to a normal

distribution as follows:

Fig. 5 A typical three-layered feed-forward network

Table 3 Our twitter database statistics

Total actors Total links Total tweets Total tweet replies Average links/actor Average tweets/actor Average replies/actor

441,234 2,045,804 6,481,900 2,312,927 5 15 5
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PðXjjCiÞ ¼
1
ffiffiffiffiffiffiffiffi
2r2

ji

q e
�ðXj�ljiÞ2

2r2
ji ð2Þ

Here lji and rji are the mean and standard deviation,

respectively, of the jth component of the pattern vectors

belonging to the class Ci.

In the MLP approach, a feed-forward neural network

(Rojas 1996) of the form shown in Fig. 5 is used. The

circular elements are nonlinear (usually, sigmoid) functions

representing neurons, and the lines are weights representing

inter neuronal synapses. The leftmost layer of neural net is

the input layer, and the rightmost is the output layer. The

input layer has as many neurons as the components of the

pattern vector. The output neurons are as many as the

number (in our case, three) of classes in the classification

problem. The neuron layers in between the input and output

layers are called hidden layers; they are effective in pro-

ducing good nonlinear mappings. During training phase, the

pattern vectors with known class labels are presented at the

input layer, and the outputs are observed. All neurons but

one in the output layer are expected to assume zero values;

the one representing the input pattern’s class should have a

high value (one). If that does not happen, the weights

connecting the neurons in the penultimate layer to those in

the last (output) layer should be so adjusted so as to mini-

mize the following mean square error function:

E ¼
Xn

k¼1

ðtk � OkÞ2; ð3Þ

where tk and Ok are the target (expected) and actually

observed output values of the kth output neuron. It can be

shown that the local minima of this function can be

achieved by gradient descent formulas that adjust the

weights of neurons connecting the last layer first, then those

connecting into the previous layer, and so on till those

feeding into the first layer are modified. Since this weight

training takes place in the backward direction from the

output to input layers, this algorithm is known as the back-

propagation learning algorithm (Rojas 1996). Once the

network is trained with all the training patterns, it will be

ready to classify the patterns with unknown class labels by

producing high output at all but one of the output neurons.

According to Breiman (2001), Random Forest is clas-

sifier formed by an ensemble of decision tree classifiers

fhðX;HkÞ; k ¼ 1; . . .g where the fHkg are independent and

identically distributed random vectors, and X is the input

vector. The random forest classifies X into the class with

Fig. 6 Changes in twitter network clustering with thresholding of

links (the numbers at the nodes are the actor IDs and the numbers on

the links are their strengths

c
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maximum vote considering the votes for the most popular

class at X by the constituent classifiers.

5 Experimental results

5.1 Data collection procedure

The main requirement for this research is availability of a

good dataset that includes details of all the activities in the

twitter network such as actor profiles, the number of

messages interchanged between the actors, and the inter-

actions between the actors, etc. Since all the online social

networks are based on real individuals, privacy settings

make it very difficult to acquire a proper dataset with all

activities of each individual from the network. Most pop-

ular social network web-sites provide Application Pro-

gramming Interfaces (APIs) for running their profile

crawlers, but these are either restricted or need special

permissions. However, we circumvented the privacy

restrictions problem by simply programming the Twitter

crawler to skip over the restricted actors. Since the number

of restricted actors is very low compared to the total

number of actors in Twitter, this strategy is expected to

have little effect on the results of our analysis. Another

problem we faced while accessing twitter database is due to

Twitter’s API Rate Limiting policy which limits the

number of requests per hour for the data records made

through the API to 150. Luckily, this restriction could be

waived to white-listed actors with special permissions. We

obtained these permissions from Twitter and could access

as many as 20,000 records per hour. Table 3 summarizes

the statistics of the twitter database we developed using this

process. However, since it is difficult to visualize such a

huge network, we show only the results on 500-node

subnet in Sect. 5.2. Further the difficulties in hand-labeling

the actor types forced us to limit our experimentation only

528 randomly sampled tweeter records in Sect. 5.3.

5.2 Results on link strength determination

and context-dependent classification

We determine the link strengths of a 500-node twitter

network by applying the fuzzy logic-based classification

method discussed in Sect. 3 on the twitter database

developed by us. It is interesting to visualize some char-

acteristic features of this network from its graphical

depiction in Fig. 6. First, it can be observed that the net-

work nodes form strong clusters, and the cluster structures

do not change much when weak links are removed; this

indicates that the same set of tweeters communicate fre-

quently with one another though some are more involved

than the other in tweeting. Next, since it is easy to infer that

the tweeters with strong connectivity are close associates,

we need to apply our classification to the tweeters with low

relationship strength. From Fig. 6b and c, it is clear that a

threshold of 15% (of maximum relational strength) for the

link strength is good enough to separate out the tweeters

who are unambiguously close associates. Hence, we apply

the simple linear classification algorithm using number of

tweets and the followee–follower ratio as two components

of the pattern vector only to the tweeters with the link

strength below this threshold. Clear separation of the four

tweeter classes as depicted in Fig. 7 suggests that this

method holds promise for an effective identification of

leaders, lurkers, spammers, and associates. In view of the

enormity of the analysis required to be done for hand-

labeling of the records for the purpose of validation of

these classification results, we first formed a smaller vali-

dation set consisting of: (a) the few records corresponding

to the points in the leader, lurker, and spammer quadrants

in the plot (Fig. 7), (b) those represented by the points on

Fig. 7 Linear separation of leaders, lurkers, associates, and

spammers

Table 4 Confusion matrices of the three classifiers in the TCV test procedure

Class;? Naive Bayesian confusion matrix MLP confusion matrix Random forest confusion matrix

L S A L S A L S A

Leaders (L) 224 0 0 220 4 0 223 1 0

Spammers (S) 0 163 1 1 161 2 2 162 0

Associates (A) 0 0 140 4 2 134 0 0 140

Classification accuracy? 99.81% 97.54% 99.43%
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the boundary of the ‘‘close associates’’ quadrant, and

(c) those corresponding to a few randomly selected points

in the middle of the ‘‘close associates’’ quadrant. We then

hand-labeled each one of these records in the validation set

by going through the profile information and the tweets

contents. Finally, considering the hand labels of the records

as the ground truth, we tally the results of linear classifi-

cation on the validation set with the ground truth. Validity

of our classification approach has been established by a

perfect tally.

5.3 Results of context-independent classification

For this experimentation, we used a set of total 528

tweeting frequency patterns that includes 224 leaders

(news groups), 164 spammers, and 140 associates. Using

the nine equally spaced time samples over a 10-day win-

dow as components, ten-dimensional pattern vectors are

formed for each one of the 528 data records. For the MLP

we have used 9 neurons (corresponding to the components

of the pattern vector) in the input layer, 11 neurons in the

hidden layer, and 3 neurons (corresponding to the 3 clas-

ses) in the output layer.

Since the classification results depend not only on the

classifier chosen but also on the training procedure adopted,

we have considered three training/test procedures as follows

for our experimentation: (a) ten-fold cross validation (TCV)

method. Here, the data are split into ten sub-parts, and each

sub-part is used in a round robin fashion as the test set with

the remaining nine as training sets, (b) R66T method where

randomly selected 66% records form the training set and the

rest are used for testing, and (c) O66T method where the

first (oldest) 66% of the time ordered records form the

training set and the rest are used for testing; this method is

an implementation of the strategy of applying old experi-

ence to new situations. The classifiers used for experi-

mentation, as discussed in Sect. 4 are the naive-Bayes (NB)

classifier, multi-layer percetron (MLP), and and random

forest (RF) classifier. In the experiments with each classi-

fier-training procedure combination, we obtained the con-

fusion matrices and classification accuracies for each one of

the three classifiers under the above three test scenarios.

Further, since classification accuracy does not reflect the

correct performance when the dataset is imbalanced with far

more samples in some groups than the other, we employed

the popular F-measure that is used in the database (DB)

literature to measure the efficacy of retrieving the correct

DB records. In case information retrieval, the records

intended for retrieval as one class, and the rest are consid-

ered as irrelevant. The relevant records retrieved by an

algorithm are considered as true positive (TP). Irrelevant

records retrieved are considered as false positive (FP) and

the relevant records not retrieved are considered as false

negatives (FN). Finally, the irrelevant records not retrieved

are denoted as true negatives (TN). The proportion of

records retrieved from the total set of relevant records is

termed as TP rate or recall (R), and the proportion of rele-

vant records among the total set of records correctly pro-

cessed (retrieved or omitted) by a data retrieval algorithm is

called precision (P). The F-measure is the harmonic mean

of recall and precision. These relations can be stated

mathematically as follows:

Table 5 Confusion matrices of the three classifiers in the R66T test procedure

Class;? Naive Bayesian confusion matrix MLP confusion matrix Random Forest confusion matrix

L S A L S A L S A

Leaders (L) 75 0 0 73 1 1 75 0 0

Spammers (S) 0 56 0 0 55 1 0 56 0

Associates (A) 0 0 49 1 2 46 0 1 48

Classification accuracy? 100% 96.67% 99.44%

Table 6 Confusion matrices of the three classifiers in the O66T test procedure

Class;? Naive Bayesian confusion matrix MLP confusion matrix Random Forest confusion matrix

L S A L S A L S A

Leaders (L) 30 6 20 56 0 0 0 0 56

Spammers (S) 26 29 1 0 56 0 1 55 0

Associates (A) 2 0 66 20 0 48 54 0 14

Classification accuracy? 69.44% 88.89% 38.33%
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R ¼ TP

ðTPþ FNÞ

P ¼ TP

ðTPþ FPÞ

F-measure ¼ 2

ð1Rþ 1
PÞ
¼ 2RP

ðRþ PÞ ð4Þ

For adapting the F-measure to measure classification per-

formance, we consider successively each one of the three

actor classes (i.e. leaders, spammers, and associates) as the

relevant class and treated the remaining two together as a

single irrelevant class. For different classifier and test

method combinations, the TP, TN, FP, and FN are then be

obtained from the corresponding confusion matrices, and

the F-measures are computed. Ultimately, the overall

F-measures are computed by an weighted average scheme

in which individual class F-measures are given weights (in

the interval [0 1]) proportional to the number of samples in

the corresponding classes.

Tables 4, 5, and 6, respectively, present the confusion

matrices for the three classifiers under the TCV, R66T and

O66T test procedures described above. These results indi-

cate that MLP outperforms the other two classifiers with

respect to classification accuracy when the O66T test

procedure is used, though its results are slightly shy of

those with the other classifiers when the TCV and R66T

test procedures are used.

Tables 7, 8, and 9 summarize the results of F-measure

computations for the three classifiers under the TCV,

R66T, and O66T procedures, respectively, using the

confusion matrix data in Tables 4, 5, and 6. These results

include the F-measures for individual classes (lumping

together the remaining two classes as an irrelevant class) as

well as the weighted average measure computed by

applying to the data of each class a weight proportional to

its population in the training set. On F-measure also, the

MLP exhibits a very good performance compared to the

other two classifiers with O66T test procedure, and yields

Table 7 F-measure Computations for the three classifiers in the TCV

test procedure

Class; TPR FPR P F

Naive Bayes

Leaders 1 0 1 1

Spammers 0.994 0 1 0.997

Associates 1 0.003 0.993 0.996

Weighted averages? 0.998 0.001 0.998 0.998

MLT

Leaders 0.982 0.016 0.978 0.98

Spammers 0.982 0.016 0.964 0.973

Associates 0.957 0.005 0.985 0.971

Weighted averages? 0.975 0.013 0.976 0.975

Random Forest

Leaders 0.96 0.007 0.991 0.973

Spammers 0.988 0.003 0.994 0.991

Associates 1 0 1 1

Weighted averages? 0.994 0.04 0.994 0.994

TPR true positive rate, FPR false positive rate, P precision, F
F-measure

Table 8 F-measure computations for the three classifiers in the R66T

test procedure

Class; TPR FPR P F

Naive Bayes

Leaders 1 0 1 1

Spammers 1 0 1 1

Associates 1 0 1 1

Weighted averages? 1 0 1 1

MLT

Leaders 0.973 0.01 0.986 0.98

Spammers 0.982 0.024 0.948 0.965

Associates 0.939 0.015 0.958 0.948

Weighted averages? 0.967 0.016 0.967 0.967

Random Forest

Leaders 1 0 1 1

Spammers 1 0.008 0.982 0.991

Associates 0.98 0 1 0.99

Weighted averages? 0.994 0.003 0.995 0.994

TPR true positive rate, FPR false positive rate, P precision, F
F-measure

Table 9 F-measure computations for the three classifiers in the O66T

test procedure

Class; TPR FPR P F

Naive Bayes

Leaders 0.536 0.226 0.517 0.526

Spammers 0.518 0.048 0.829 0.637

Associates 0.971 0.188 0.759 0.852

Weighted averages? 0.694 0.156 0.705 0.684

MLT

Leaders 1 0.161 0.737 0.848

Spammers 1 0 1 1

Associates 0.706 0 1 0.828

Weighted averages? 0.889 0.05 0.918 0.888

Random Forest

Leaders 0 0.444 0 0

Spammers 0.982 0 1 0.991

Associates 0.206 0.5 0.2 0.203

Weighted averages? 0.383 0.327 0.387 0.385

TPR true positive rate, FPR false positive rate, P precision, F
F-measure
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competitive results under the remaining two test proce-

dures. The performance of the Random Forest method

under the O66T procedure is below par.

The ROC curves shown in Fig. 8 for the three actor

classes for the best classifier (i.e. MLP) under the most

challenging test procedure (i.e. O66T) establish the via-

bility of context-independent classification procedure.

6 Summary and conclusion

In this paper, we present two classification methods for

twitter network actor identification: (a) context-dependent

(data-heavy) method which employs a fuzzy logic

approach to estimation inter-actor relationship strengths in

the first step and then a linear classifier to separate out the

four actor classes, and (b)context-independent method that

uses tradition classifiers and generic actor tweet patterns to

distinguish between the actors in situations where the

availability of actor information is limited.

This research enforces the conventional wisdom that

spammers follow a large number of people (followees), but

they themselves are followed by very few people. Specif-

ically, as evidenced by the results of Sect. 5.2, spammers

are defined by the accounts that make more than 10,000

tweets in a 10-day interval (or equivalently over an average

of 1,000 tweets a day) and have a followee-to-follower

ratio of 1.5 to 1 or more. The twitter leaders, on the other

hand, can be distinguished by their high rate of tweeting,

large number of followers, but a few, if any, followees, and

hence by a followee-to-follower ratio much below 1. Close

associated are marked by strong connectivity to their fol-

lowers, low to moderate number of tweets (1,000) per day,

and small to moderate (less than 3) followee–follow ratio.

Finally, lurkers is a rare class of tweeters, who follow many

people, but they themselves rarely post or reply any tweets.

Our results on the more challenging problem of classi-

fying actors with limited data, the MLP classifier has been

found to outperform the naive Bayesian and Random

Forest classifiers when the procedure of classifying the new

patterns with the old patterns is adopted. Since that is how

new spammers are identified generally, the MLP can be

considered as an effective context-independent approach to

spam filtering.
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