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announcements. The third category of spammers lisdca

Abstract— Phishing attackers misrepresent the true sender apldishers. Phishing attackers misrepresent the seneler and

steal consumers' personal identity data and filmhrazcount
credentials. Though phishers try to counterfeitulabdsites in
the content, they do not have access to all thdsfie the
email header. Our classification method is based tlun
information provided in the email header (ratheanththe
content of the email). We believe the phisher camodify
the complete header, though he can forge certaldsfi We
based our classification on three kinds of analysesthe
header: DNS-based header analysis, Social Netwuak/sis
and Wantedness analysis. In the DNS-based headérsan
we classified the corpus into 8 buckets and usetiako
network analysis to further reduce the false pesiti We
introduced a concept of wantedness and credibilityd
derived equations to calculate the wantedness wabfiehe
email senders. Finally, we used credibility andth# three
analyses to classify the phishing emails. Ovemil, method
resulted in far less false positives. We plan tofqen two
more analyses on the incoming email traffic, i) BodEnd
path Analysis, by which we try to establish theitietacy of
the path taken by an emalil; ii) Relay Analysis, vidyich we
verify the trustworthiness and reputation of theaye
participating in the relaying of emails. We like dombine all
the methods i) Path analysis, ii) Relay analyg)sDNS-based
header analysis and iv) Social Network analysisifareloping
a stand alone email classifier, which classifies ithcoming
email traffic as i) Phishing emails ii) Socially Wad emails
(Legitimate emails) iii) Socially Unwanted emailSpam
emails). We believe this research can be extended/éIP
spam analysis.

Index Terms— DNS-lookups, SMTP-authorization, Tolerance,
Credibility, Wantedness.

1 INTRODUCTION

mail spammers can be categorized based on theintint

steal the consumers' personal identity data andndial
account credentials. These spammers send spoofaits emd
lead consumers to counterfeit websites designedritk
recipients into divulging financial data such aedit card
numbers, account usernames, passwords and sociafitge
numbers. By hijacking brand names of banks, eleztaand
credit card companies, phishers often convincer¢legients
to respond. Legislation can not help since a migjorumber
of phishers do not belong to the United Stateshigpaper we
present a new method for recognizing phishing k#tao that
the consumers can be vigilant and not fall preythese
counterfeit websites. Based on the relation betvegedibility
and phishing frequency, we classify the phisher® ip)
Prospective Phishei Suspects iii) Recent Phishers iv) Serial
Phishers.

1.2 PROBLEM DEFINITION

Current spam filters focus on analyzing the eonntof the
email and marks the spam emailsBidLK and expects the
recipient to make a decision[1]-[16], [20There are two
problems with this approach. First, it is very diffit for the
not-technical-savvy consumers to verify the autbiytof the
source and second, the phishers always devise aptertt to
bypass the spam filters. Moreover, many filtersilatée in
the market have high degree of false positivess (theans
labeling legitimate emails as spantjience, consumers are
worried about losing a legitimate email (e.g.,miss@b
opportunity, sale or some other important transagti We
need a solution for phishing which should not depbem
content analysis but consider other aspects otthail. Our
classification method is based on the informaticovjaled in
the email header (rather than the content of thailpmWe
believe the phisher cannot modify the complete Beatiough
he can forge certain fields.

1.3 BACKGROUND WORK

Some spammers are telemarketers, who broadcasReS€arch on header analysis was recently repdoie

unsolicited emails to several hundreds/thousand=nil
users. They do not have a specific target, buthlisend the
broadcast and expect a very limited rate of rettifmee next
category of spammers comprise the opt-in spamnvens,
keep sending unsolicited messages though you ltteeol no
interest in them. In some cases, they spam you wvitblated
topics or marketing material. Some of the examphes
conference notices, professional news or meeti

Microsoft, IBM, and Cornell University in the 20@vhd 2005
anti-spam conferences [17][18]. Goodman [17] oedithat IP
addresses present in the email headers are theimmusttant
tools in fighting spam. Barry Lieba’s [18] filtegntechnique
make use of the path traveled by an email, whiokxtsacted
from the email header. They have analyzed the eitd in the
path but not the end-to-end path. They claim thpiproach

mplements the existing filters but does not waska stand
alone mechanism. Papers [17] [18] have used thlenation
provided in the email header for classifying theagsnas spam



and non spam. Christine E. Drake [19] in his paffmatomy
of Phishing Email”, discusses the tricks employgdhe email
scammers in phishing emails. Much research is béorge in
spam filtering, but only a few papers [19] havecd&sed about
the threat of phishing attacks. We believe thera it of
research yet to be done in this area.

The rest of the paper is organized as followssdction 2,
we describe how an email is processed and relayethe

destination. We also discuss the profile of the iema

traffic used in our experiments, followed by ourthmlology
and the deployment of our classifier. In sectiomw8, present
our architecture model and describe the DNS-bassatidr
analysis, Social Network analysis and Wantednesdysis,
used to categorize an emailSection 4 contains the
classification of phishers and a summary of ounltesSection
5 contains the related work done in non contenédhamalysis
for spam filtering. Section 6 concludes the papéthva
summary of the major contributions of our paper.

2 EXPERIMENTAL SETUP

There are three main phases through which aril passes
before reaching the recipient, i) MUA (Mail User &) ii)
MTA (Mail Transfer Agent) and iii) MDA (Mail Disibution
Agent). These are the three main parts in the em
environment. MUA is the program used by an emadrus
send and receive emails.
Thunderbird, Microsoft Outlook etc. MUA reads timeaming
emails that have been delivered to the recipiantigbox, and
passes the outgoing messages to an MTA for disipgtchhe
MTA acts as a "mail router". It accepts a messagsed to it
either by an MUA or another MTA, and passes it lte t
appropriate MDA for delivery. MTA is normally a nhaerver
software like sendmail, postfix, gmail etc. The M&cepts

MUA
Ex: Thunderbird

MTA

Sender’s side

Lﬂr MTA 9‘ MDU ‘ POP/IMAP ‘

n

Figure 1 Various phases of email transactions
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We deployed our classifier on the recipient'salomachine
running an IMAP proxy and Thunderbird (MUA). All gh
recipient’'s emails were fed directly to our clagsifby the
proxy. Our classifier periodically scans the usenalbox files
for any new incoming emails. DNS-based header aigly
Social Network analysis and Wantedness analysise wer
performed on each of the emails. The end restiteégagging
0[ emails as Phishing, Opt-outs, Socially CloseSaicially

%lstinct.

Examples of an MUA are

2.1 TRAFFIC PROFILE

The existing corpuses do not contain original headis is
done to hide the identity of the email recipierasjl since our
methodology is based on email headers, it is nesipte to
use the existing benchmarks for our analysis. Maegoa
majority of the benchmarks have spam emails butndb
contain legitimate emails. So, we used live corpusith the

emails from an MTA and performs the actual delivery,geprs permission. Figure 2 describes a live confus3,843

Examples of MDA are mail.local, procmail etc.

MTA is the most important of the three agents.id
responsible for making intelligent decisions abant email
transfer. It may not actually perform the delivésglf; it is the
part which tells the other agents how to interaw ahat to
do. Figure 4 illustrates the whole process of enraihsfer
from the sender to the recipient. Sender's MUA (ictarbird,
Outlook, etc) on the sender's machine passes tissage to
the MTA (sendmail) on the local host. The MTA (serad)
notices that the message is addressed to theaetigho is at
another domain. It will reach the recipient domaia SMTP
and passes the message to the local MDA. The ME&aA
connects to the MTA on the recipients’ domain aadds over
the message. The MTA on the recipient’'s domaincestithat
the message is addressed to a user on the locgl dwodt
passes the message to the local MDA. The local MBayes
the message in the recipient's mailbox. The naxe tthe
recipient logs on to his machine and runs his MUle
message is there waiting for him to read.

emails (collected over 2.5 years). This corpus &asix of
legitimate, spam and phishing emails. Differentegaties of
the emails are shown in the Figure 3.
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Figure 2 Email traffic profile



a0 phishing frequency (measure of the number of phigkeimails
N oo 4 that originated from the sender or his domain), fimal
E_I classification is made. DNS-based header analysisjal
B 200+ network analysis, and wantedness analysis are gedwith
E oo continuous user feed back, making them completely
B E configurable as per the user settings.
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Figure 3 Corpus traffic profile
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In this paper, we classify the phishing emails Hase four
steps. Step 1. DNS-based header analysis for iregifihe A LT
legitimacy of the email source. Step 2: Social Nekwv
analysis to reduce the false positives. Step 3: tédhress User Feed back
analysis to calculate theredibility and wantednessof the

senders. Step 4: We used the relation betweenutancy and
the phishing frequency for classifying the phishéti&e used Figure 4 Architecture diagram
credibility and wantedness of the senders in tdustemains

for classification. One advantage of our technique over

existing techniques is that our analysis can bletahade to a 31 STEP1: DNS-

L2 . . . BASED HEADER ANALYSIS
recipient’s email activity.In the sections to follow, we

describe the four steps in detail. Stage 1: Header Analysis:In this analysis, we validate the
information provided in the email header for tbédwing: i)
22 METHODOLOGY the hostname, ii) position of the sender, iii) ns&@tver and iv)

. ) ) . the relays in the path. We divide the entire cerpuo two
We are working on an innovative methodology fold§ag  pckets: i) emails, which can be validated by a Dbk up

the phishing emails. Our method examines the heatiéie 5 jj) emails which cannot be validated by a DNSKUp
email, the social network of the recipient, wantsh and (due to a lack of proper information in the head@ycketl
unwantedness of the email's source. In particuier,analyze contains all the emails which have proper hostnprogided
the trust and reputation of the contents of thedbealn in the Received:lines in the email header and bucket2,
addition, we also base our decision based on ttenawof the contains all the emails which have their hostnariteee
recipient (e.g. spam emails deleted without regdisgnt improperly configured or set to a format which @& suitable
folder, and implicit feedback from the recipient®cial for a DNS lookup.
network (e.g., co-workers, friends).
Stage 2: We manually verified many phishing emails, and

3 ARCHITECTURE found out that a majority of the phishers spooftibstname or

The architecture model of our classifier comsist three domain name in thReceivedlines in the email headers. From

analyses: DNS-based header analysis, Social NetwoiR" observations, in some cases, they do not ex@iide any

analys. and Wanldness anabysis In DNS asedeedolc % |7 80058, 0. or te e Ioession
analysis, we validate the header and perform DN&Ups on P P :

the hostnames provided in thReceived:header lines and ggggeesrsavcgic?a}gcr;tc)%eghi(;; ;d?ﬁzsioﬁau;:nid'bwfgz
classifies the emails as trusted or untrusted. rEseltant is yr

again treated with social network rules for l‘urthef1ur|ng the SMTP authorization process. We performhese

classification. We calculate wantedness valuegdoh sender. ookups on bucketl, resulting in a further subdarisof the

The outputs after these three analyses are semtlassifier, bucketl into two buckets. i) a trusted buc_ket andan
where, based on the fraudulency of the senders theid untrusted bucket. The trusted bucket contains radl non-

spoofed emails and the untrusted bucket contaimofed



emails along with some legitimate emails whichediin the 3.2.1 CLASSIFICATION OF TRUSTED AND
lookup process. We forward bucket2 and both thstédiand UNTRUSTED DOMAINS

;:gll;sstlzd buckets to the next step for a Socialwhiet Figure 5 shows how the DNS based analysis and [Socia
Network analysis are performed on the email corpuse
DNS based analysis, the corpus is subdivided wmtobckets,
valid DNS-lookup bucket of size 11968 emails andalid
Each of the three buckets bucket2, untrusted buaket DNS-lookup bucket of size 1875 emails. Our hypdthés
trusted bucket are treated with the rules, builabglyzing the that, in phishing emails, the phisher will alway®yide his
“sent” folder emails of the receiverhese rules can be built as g mail id in the Return-path: field in the headerthe domain
per the recipients email filtering preferencé®sr example, we ¢ \whom he claims to be mailing from. For instanesy
used the following three rules in this analy$ie analyze the phishing email posing to have originated from Paypall
“sent folder and create a list of trusted domains frtime carry the email id at Return-path: field as

email ids of the people to whom the receiver hadigd or somename@paypal.com. Phishers commonly do this to

3.2 STEP 2: SOCIAL NETWORK ANALYSIS

ever sent an email. This list is used in formulgtithe
following two rules for further analysis.

Example Rule 1: All the senders in the sent fetdwill be

removed from the untrusted buckefhis rule matches the

domain name constructed from the email id providédhe

Return-path:field in the emails with the domain names in the

list extracted from the sent folder of the receiver. When
bucket2, untrusted bucket and trusted bucket froen@NS

based analysis are treated with this rule, it tesual a further
subdivision of each of these three buckets intéafigdrusted

and socially untrusted buckets. Socially trusteckiats contain
all the emails filtered out due to tRale 1 Socially untrusted
buckets contain the emails which fail to complyh#ule 1

Example Rule 2: Familiarity with the sender’s oamunity:
This rule uses th&eturn-path:field provided in the email
header. It is derived from the domain name of tmaikid in

the Return-path:field and tries to match with the domain

names specified in the path of the emails. Alléhaails in the
socially untrusted buckets froRule 1 are treated with this
rule, resulting in a further subdivision of thesecially
untrusted buckets into socially trusted buckets aadially
untrusted buckets. Socially trusted buckets caritaé emails

filtered out due tdRule 2 where as, socially untrusted buckets

contains the remaining emails which fail to compith Rule
2.

Example Rule 3: Familiarity to the path traverde This
rule filters out the emails which match theeht folder emails
of the receiver. This rule further splits the stgiaintrusted
bucket (after passing through the second rule) sdoially
trusted buckets and socially untrusted bucketsiaBpdtrusted
buckets contain all the emails filtered out dueghis rule and
socially untrusted buckets contain remaining emalitch fail
to comply with this rule.

Socially trusted buckets and socially untrustedkets thus
obtained are classified as trusted emails and steuemails,
which are further, classified into prospective pbis,
suspects, and serial phishers.

circumvent any filtering process based on the semdsnail
ids and also to make their phishing emails moreigitde to
the receiver, thus achieving their primary purposenaking
the receiver read their emails.

Socially
undsted

Emall comus
Size: 13843

Socially
Wanted

Trusted emails

Socially trusted
Socially
Unwanted

Figure 5 Email corpus classifications

We construct the domain name from the email ID jued at
the Return-path:field, perform DNS lookup on that domain
and try to match the returned IP address with Bh@ddress
present in the path. Our assumption is, if an eplaiins to be
from a particular domain, at least the sender’'sther mail
server's |IP address should belong to that domainy A
mismatch of the IP addresses will result in markimat email
as untrusted and that email will be placed in thérusted
bucket. All the emails that match their IP addresgél be
placed in the trusted bucket. There are some ihegid emails
in the untrusted bucket which fail to match thétrdddresses;
this may be due to the change in IP addressesafdmain at
which they hold their email accounfEhis is possible in our
case because we collected our corpus over a pesfod.5
years and the domain could have started using auahyo IP
addressing policy.Such cases are taken care of by the
Wantedness analysis. There are no phishing emailthe



trusted category and no legitimate emails in thérusted
category. The untrusted category now contains enfedm
phishers, opt-ins and telemarketers.

Based on the results from the DNS-lookup, we diditiee
corpus into trusted and untrusted categories. Hehcan be
seen that DNS-lookups constitute the core of outhowke
There is a possibility of these DNS-lookups resgliin failure
for some email queries. This is possible because senders
might be using machines which are misconfigurepraviding
the identification information. Also due to secyriteasons
some organizations deliberately conceal the IP estais of
their machines. If the sender's domain employs N#licy,
the machines behind the NAT provide private IP adses
which are not valid for DNS-lookups. In classifyittgese kind
of senders we analyzed the nature of their reaeafle sent to
the recipient. If their recent emails were fraudtlehe less
credible are the emails from those senders. Ifr thecent
emails are legitimate, the emails from them areenwedible.

We discussed more about the Wantedness analysthein

section 3.3. We computed wantedness values fosghders’
domains in both the final trusted and untrusted kbts
Senders having their wantedness above a threshhld in the
untrusted bucket are classified as Opt-outs andsémers
whose wantedness values are below the threshoid \ae
classified as Phishers. Senders who have a higlediagss
value are marked as socially close, where as, sendth low
wantedness values are classified as socially dtstirthe final
trusted bucket.

3.3 STEP 3: WANTEDNESS ANALYSIS

Measuring the sender’s credibilit)(p): We believe the
credibility of a sender depends upon the naturbi®fecent
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Figure 6 Credibility drop over the time period for a
phishing domain

Figure 6 shows a plot of all the phishing emailsgdised as
legitimate emails from ebay.com. In this group diishing
emails, the header information of the first mosta#ris not
spoofed. Though it is a phishing email it resultecharking of
this email as legitimate by DNS-based header aisalylsus
giving high credibility to this phisher initiallyAs time
progressed, more and more spoofed emails werevest&iom
this phisher. The time period between his legitematnail
(first email) and the recent email sent by him éases causing
an exponential drop in his credibility. Over a periof time,
our classifier will overcome these kinds of issbgslearning
from the computed credibility drop from the senderast
history and also from the recipients’ feed back.

emails. If the recent emails sent by him are legite, his g ot (1:) D 1 @
credibility increases where as, if the recent esnfibm the AT .. I
sender are fraudulent, his fraudulenc(p) increases. legitimateemails

Credibility of a sender increases with a decreasthé time S 1

period AT egiimate emaisDEtween his legitimate emails. If the Disbelief () < @
legitimate emails are distributed sparsely fromheather in ATfraudulentemails

the time domain for a sender, his credibility deses. This AT

decrease in credibility initially may be small tag the length Credibility( )_l:l] _ fraudulentemails 3)
of the time period\ T egiimate emaisDetween his legitimate emails P)= T AT L. e
increases, it becomes exponential in nature. Septhes most legitimateemails

recent legitimate email for a sender occurs at fipén his  Frauduleng (;3)= {1—p ......................................... 4)

time domain{T; < T; < T,}. The decrease in the credibility
over the time periodAT = [T, — T] can be estimated

. _ —AT
) =PF
Larger the time interval between his legitimate #snanore is

the decrease in the credibility of a sender. Thasm be
observed in Figure 6.

Equations 1-4 are used to calculate the credibitibd
fraudulency of the senderaT egiimate emaisin €quation (1) is
the average age of all the legitimate emails wépect to the
most recent email sent by a particular send&Fyquient emails
in equation (2) is the average age of all the fudert emails
with respect to the most recent email sent by diqudar
sender.



We computed the credibility values of the senddmhains
in the final untrusted bucket (obtained from the $bkased
and social network analysis) and used them to duffitier out
the false positives and false negatives.

3.3.1 CREDIBILITY OF UNTRUSTED SENDERS

The final untrusted bucket contains emails fromsRéis,
Opt-ins and Telemarketers, resulted from DNS based

social network analysis on corpus-l. We computeé tt}t

credibility for the senders’ domains of these emaihd used
them for resolving false positives. Figure 7 isredibility (p)
plot for the senders’ domains in the untrusted buck-axis is
the number of domains of the senders. The staedattirve
represents credibility of these domains.

After grouping all the senders in the final unteasbucket, we
ended up with a total of 105 domains. As majorifyttese
domains are untrusted, upon experimenting with ousri
values for threshold, we used 0.70 as a threshadleev A total
of 102 domains fall below the threshold except3atomains
marked a©;, O, and Q..

In the Figure 7, from the®1domain through 10 domain, the
senders’ credibility falls below the threshold.
fraudulency when compared to credibility is moreept for

All the emails fromO; should be marked as credible and he
should be included in the trusted category. Orh&rrverifying
the reasons for his inclusion in the untrusted buddy the
DNS-based header analysis, we found that his reaiess are
using private IP addresses where as they providaiad host
name (which has a public IP assigned) at the SMTP
authorization. This mismatch in IP addresses duiii¢S-
based header analysis resulted in classifyingseigler as un-
rusted. Over a period of time our classifier vallercome
hese kind of issues by learning from the compwadtedness
of the senders and also from the recipients feaxk.b@hus
finally the emails from these senders belongin@{pO, and
O; domains are marked as Opt-outs and removed from the
Phishing category.

3.3.2 MEASURING THE RECIPIENT 'S WANTEDNESS

In this section we introduce two parameters @Jefance
(o), and ii) Intolerance (). Using these parameters we
calculate the wantednesgg) of the senders’ emails with
respect to recipient. Normally the storage timeawfemail in
recipient’s inbox depends on its importance to rtbeipient.
The tolerance value of a sender is directly prapoat to the
amount of time{T 4} his “read” emails are stored in the

rhe recipient’'s inbox. As the significance of a sende€mails

increases, the recipient’s tolerance towards thander

103% (0.68), 104th (0.72) and 1950.73) domains senders, increases. The intolerance value is directly propoal to the

which are marked a®;, O, and Os in the Figure 7. Upon
verifying with recipient's feed back, it appearsatthall the
senders from the®1domain through 10%domain are either;
Opt-ins, Phishers or Telemarketers and emails fthese
domains are fraudulent in nature for instance Négescam
emails, walmart scam emails etc. Senders fi@mand O

domains are false negatives; they are Opt-ins ¢orécipient
and their wantedness according to the recipieegsl foack is

amount of timgT 4} the sender’8unread” emails are stored
in the recipient’s inbox.

The tolerance value also depends on the frequenahiah
a sender is sending legitimate emails. The avetiageperiod
[AT egitimate emaild DEtween his most recent email and his
legitimate emails over the time domain indicates thow
frequently the sender is mailing legitimate emaits the

very low. Sender fron©, domain is a false positive; he is arecipient. If this time periodAT egitimate emaild iINCreases as time

trusted sender to the recipient and according eéardlaipient’s
feed back, he should be classified as trusted semtkfrom

progresses, the majority of emails from this serater either
fraudulent or less significant to the recipient.léfance is

the plot in Figure 7one can observe that his computednversely proportional to the time periofTiegitimate emaild -

credibility value is above the threshold.
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The intolerance value of a sender depends on hten die
sends fraudulent emails. The average time perdddfquent
emaild D€tween his most recent email and his fraudulevaile
over a time domain indicates, how frequently thadse is
mailing fraudulent emails. Intolerance is inverggigportional

to the time peri0d4Tfraudulent emails]- We CompUted Wantednessphishers_

of the sender's emails as the ratio of the tolezatw the
intolerance.

3.3.3 WANTEDNESS OF TRUSTED SENDERS

The final trusted category contains non spoofed ilsma
Based on the recipient’s socially activities thesaails can
further classified as i) socially close and ii) isdly distinct.
Emails from family members, friends etc are clasdifas
socially close. Emails from strangers, opt-ins edce
categorized as socially distinct.

We computed the wantedness values for the senders’

domains of these emails and used them for clasgifihhese
trusted emails into socially close and socialltidid. Figure 8

is a wantednessyq) plot for the senders’ domains in the

trusted bucket. X-axis is the number of domainghefsenders.
The curve in the Figure 8 represents the wantedoketsese
domains.
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Figure 8 Wantedness of trusted senders

After grouping all the senders in the final trustegket, we
ended up with a total of 157 domains. As majorifyttese
domains were trusted, we used 0.5 as an initiaktiold value.
All the senders whose domains fall below the thokshare
low trust domains. Majority of emails from thesemdnns are
from Opt-ins, Telemarketers etc. All the domain®\ab the
threshold are high trust domains. Majority of tleaders from
these domains are considered socially close torehbipient.
The senders whose domains are below the thresheld
classified as socially distinct and senders whasmains are
above the threshold are classified as sociallyeclos

4 STEPA4: CLASSIFICATION

Classification of Phishers: We calculated the fraudulency
values using equatiof3) during wantedness analysis and used
these values for classifying phishers into i) Pentpe
Phishers, ii) Suspects, iii) Recent Phishers, arndSerial
Figure 8hows the final classification of phishers.
We calculated the phishing frequency for each seim¢he
final phishing bucket. Phishing frequency is thember of
phishing emails which originated from the phisher has
domain.
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Figure 9 Phishers and Fraudulency

We plotted phishers fraudulency values and phishing
frequencies to make the final classification of fbtEshers.
Phishers who are having low fraudulency and lowslpinig
frequency are classified dBrospective Phishers”where as
those who are having high phishing frequency and lo
fraudulency are classified a%Suspects” Phishers whose
phishing frequency is low but their fraudulencyhigh are
marked as“Recent Phishers? Phishers having both high
phishing frequency and high fraudulency are class$ifas
“Serial Phishers”. Utmost caution should be taken while
opening emails from these senders.

Classification of Trusted Sendersfigure 10shows the final
classification of domains in trusted category. Wadcglated
the wantedness and their respective credibilityefach sender
in the final trusted bucket. We plotted domaingddiity and
wantedness for making the final classification lod senders.
Senders who have a low credibility and low wantsdnare
classified as'High Risk”, where as, those who have a high
wantedness and low credibility are classified'@gangers”.
Senders whose wantedness is low but credibilithigh are
marked as'Opt-Ins”. Senders having a high wantedness and
high credibility are classified @Socially close”.

A summary of our results can be seen in the Tablgvd
calculated precision as the percentage of messtygdswere
glassified as phishing that actually were phishing.



Table 1. Summary of Results

# of emails False Positives False Negatives Precision
Corpus-|
DNS Analysis 11968 260 0 85%
{[DNS Analysis] + [Social 2548 03 05 95.6%
Network Analysis]}
{[DNS Analysis] + [Social 563 (Domains) 03 01 98.4%
Network Analysis]+
[Wantedness Analysis]}
Corpus-ll
DNS Analysis 756 90.4%
{[DNS Analysis] + [Social 59 93.75%
Network Analysis]}
{[DNS Analysis] + [Social 148 1 0 99.2%
Network Analysis]+
[Wantedness Analysis]}
T ! socaly Close f“ Our_classifier is accurate in clgs_sifying non I'Eega.te traffic.
o5l ; For instance, there is one email in our corpus wiitsrsender
! ? has cleverly spoofed his IP addresses with recgivensted
08r e ;‘“A domain IP addresses, in such cases SMTP Path An§ly,
ol g ! A.i‘ will end up in marking such emails as legitimateajMity of
w ! o st the phishing emails lack, much information in thetlp We
0r ! found out that 99% of the phishers use a speciavare for
el o sending phishing emails, which makes the emailk lb®, as
E | HonRsk ! Stangers if they reach the destination in one hop. Thattisre are only
04 # | two IP addresses present in the path, a spoofedesertP
o3l ég o address and legitimate destination IP addressed.PSRath
i | Analysis [18] cannot classify these emails and ireqa third
0z gl | X Spanmers, Phisrrs, Telnares party classifier. We are successful in classifytingse kind of
NP || 1 el b emails with DNS based analysis and Social Netwoekyais.
! A Family, Friends etc
0 1 1 1 1 ; 1 1 1 1 1

0 0.1 0.2 0.3 0.4 05 0.6 0.7 08 0.9 1
Wantedness

Figure 10 Classification of trusted domains

5 RELATED WORK

We applied our methodology on two live corpuse$3B43
emails (collected over 2.5 years) and 764 emallsated over
8 months. After analyzing the corpuses, we weree abl
separate the phishing emails from legitimate emslils also

6 CONCLUSION AND FURTHER WORK

From our observation of the corpus we found ifhedmeone
spoofs the IP address of the host, then mail seviletag the
valid one with the spoofed one. In fact from the ®blased
header analysis and social network analysis, weotmerve
that the final un-trusted bucket (Figure 3) haslegitimate
traffic. This encourages us that our method canltrés very
low false positives. This is made possible becafsEMPT
authorization. Our classifier can be used in coction with
any existing spam filtering techniques for restnigtspam and

classify the legitimate email traffic as sociallywanted emails phishing emails. Currently we are working on depeig an

and socially wanted emails. Our classifier
respectable, classifying 99% of the non legitimagdfic in
both the corpuses. The classifier suggested byddadt, IBM,
and Cornell University in 2005 anti-spam conferefic§[18],

performaggregate email classifier combining existing dfesswith an

innovative spam filtering technique. It classifthe incoming
emails as i) Opt-outs ii) Phishing iii) Socially mad
(legitimate emails from recipient’'s social networaihd iv)

uses header information for labeling the incomingaiés as Socially unwanted (unsolicited emails from spammarsl

spam and non spam email and expects the userske ®a rgjemarketers), rather labeling an email as spanoorspam.
decision on the authenticity of the source of timaié



Recently, we acquired a corpus from an enterprg@0K

emails) and plan to research for the email colmidbetween
their employees (i.e., social network). This corfhas got
several senders and receivers. We are analyzinggtiger and
receiver similarities from this corpus. Our hypdaiseis that
spammers broadcast to large number of recipiertstare is
a similarity between senders (e.g., spammers’ stheremail
addresses). For example, we would like to use ¢haporal

and spatial correlation of the incoming emails fo

classification.
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